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Deep learning has benefited almost every aspect of modern big data applications. Yet its

statistical properties still remain largely unexplored. It is commonly believed nowadays that deep

neural networks (DNNs) benefit from representational learning. To gain some statistical insights

into this, we design a simple simulation setting where we generate data from some latent

subspace structure with each subspace regarded as a cluster. We empirically demonstrate that

the performance of DNN is very similar to that of the two-step procedure of clustering followed

by classification (unsupervised plus supervised). This motivates us to ask: Does DNN indeed

mimic the two-step procedure statistically? That is, do bottom layers in DNN try to cluster first

and then top layers classify within each cluster? To answer this question, we conduct a series

of simulation studies, and to our surprise, none of the hidden layers in DNN conduct successful

clustering. In some sense, our results provide an important complement to the common belief

of representational learning, suggesting that at least in some model settings, although the

performance of DNN is comparable with that of the ideal two-step procedure knowing the true

latent cluster information a priori, it does not really do clustering in any of its layers. We also

provide some statistical insights and heuristic arguments to support our empirical discoveries

and further demonstrate the revealed phenomenon on the real data application of traffic sign

recognition.
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1 INTRODUCTION

Deep learning is a popular machine learning method that has gained a lot of interest in recent years. It has dramatically improved the

state-of-the-art in image processing, speech recognition, text analysis, and many other domains such as health care and finance; see, e.g., He,

Zhang, Ren, and Sun (2016), Amodei et al. (2016), Majumder, Poria, Gelbukh, and Cambria (2017), Litjens et al. (2017), and Heaton, Polson, and

Witte (2017). In particular, there has been a significant amount of research on classifications of different objects by deep learning; see, e.g., Chen,

Lin, Zhao, Wang, and Gu (2014), Socher, Huval, Bath, Manning, and Ng (2012), Cireşan, Meier, and Schmidhuber (2012), Glorot, Bordes, and

Bengio (2011), and Lee, Pham, Largman, and Ng (2009). To name a few, Kussul, Lavreniuk, Skakun, and Shelestov (2017) proposed a multilevel

deep learning approach for land cover and crop type classification with multitemporal multisource satellite imagery. Dolz et al. (2017) created

a deep learning-based classification scheme by stacking denoising auto-encoders to segment organs at risk in the optic region in brain cancer.

Esteva et al. (2017) demonstrated the effectiveness of deep learning in dermatology, a technique that we apply to both general skin conditions

and specific cancers.

Despite their popularity, most deep learning methods are regarded as black-box procedures in the sense that their statistical properties are

largely unknown. In recent years, researchers attempt to unveil the statistical properties behind deep learning. Existing theoretical developments

focus mainly on algorithms, probabilistic understanding, and approximation theory in deep learning. For example, Mhaskar and Poggio (2016)

demonstrated how different smoothness classes lead to satisfactory results for approximation by rectified linear unit networks and Gaussian

networks on the entire Euclidean space. Patel, Nguyen, and Baraniuk (2015) developed a generative probabilistic model for deep learning

that explicitly captures latent nuisance variation. Poggio et al. (2017) used the classical theory of ordinary differential equations and replaced

a potentially fundamental puzzle about generalization in deep learning with elementary properties of gradient optimization techniques. Jacot,
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Gabriel, and Hongler (2018) introduced a new perspective to analyse the converging dynamics of neural networks via the neural tangent kernel.

Saxe et al. (2018) suggested that compression dynamics in the information plane are not a general feature of deep networks but are critically

influenced by the non-linearities employed by the network. Lu, Fan, Lv, and Noble (2018) introduced a general framework of DeepPINK for

reproducible feature selection in deep neural networks (DNNs). Nevertheless, the statistical insights into deep learning methods are still mostly

unexcavated.

In this paper, we attempt to provide some understanding on the statistical performance of basic deep learning methods through numerically

and theoretically studying a simple statistical model for two-class classification in a high-dimensional space. Our model assumes that observations

are independently and identically distributed in some high-dimensional space, which is the union of several latent lower dimensional subspaces.

On each subspace, we further assume that the observations are independent and follow a mixture of two Gaussian distributions with known

labels. Note that the subspace structure is completely latent and unavailable to us. This model is remotely motivated from some real-life

problems such as classifying cats and dogs using image data, where different pictures can correspond to different activities (e.g., eating,

playing, and sleeping). Roughly speaking, each lower dimensional subspace in our model can be regarded as one type of activities of animals,

and the union of all these subspaces mimics the reality that pictures for each animal species can consist of different activities. Another

example is skin cancer detection, which aims at successfully classifying cancer cells and noncancer ones. Skin cancer is among the most

common of all human cancers, with 1 million people in the United States diagnosed each year with some type of the disease. There are

three major types of skin cancers: basal cell carcinoma, squamous cell carcinoma, and melanoma. They are likely to grow in different areas,

which could be thought of as clusters. A further example is the recognition of traffic signs that lie in different groups on the basis of the

level of brightness and the angle of view, which plays an important role in self-driving cars. These examples motivate us to consider the

high-dimensional classification problem under the latent structural assumption of lower dimensional subspaces. We acknowledge that our

statistical model is definitely an oversimplified version of the previously discussed real-life examples. However, because our intension is to

provide some statistical insights into deep learning methods, studying this oversimplified model should not be a big issue for our specific

purpose.

It is popularly believed nowadays that DNNs benefit from representational learning, meaning that the bottom layers of DNNs try to

extract representations of different clusters (subspaces in our statistical model), and then the top layers try to use these representations

to help with classifications. However, through applying deep learning methods to a simulated data set from our statistical model discussed

above, we discover some surprising facts that provide an important complement to the common belief of representational learning. To

better understand our message, let us temporarily walk away from the deep learning framework and think about the ideal procedure for

classification under our model setting. Ideally, if the clusters (or subspaces) are known to us, then the best we can do is to first separate the

data according to subspaces and then conduct classification within each subspace. In the following, we will name this two-step procedure

relying on the oracle subspace information the ideal procedure and use it as a benchmark to evaluate the performance of DNNs. It is worth

mentioning that clustering methods are popular in the data mining literature. For example, Soltanolkotabi, Elhamifar, and Candes (2014)

formulated a great solution to recover the union of subspaces from a high-dimensional setting with elegant theoretical guarantees. Many

adapted algorithms have also been developed. Aljalbout, Golkov, Siddiqui, Strobel, and Cremers (2018) designed customized neural networks

coupled with K-means clustering and added the clustering hardening loss to guide the process of updating the network and encourage

clustering of feature spaces, which is also supporting evidence for our paper that the regular DNN does not efficiently conduct clustering.

In this paper, we intend to study this phenomenon of regular DNNs through a simple statistical model, provide some statistical insights, and

demonstrate the revealed phenomenon on the real data application. For face recognition, Liu et al. (2017), Deng, Guo, and Zafeiriou (2018),

Wang, Cheng, Liu, and Liu (2018), Wang et al. (2018), and Wen, Zhang, Li, and Qiao (2019) have dedicated a lot of efforts to the design

of new loss functions to minimize the distances between the deep features of the same class, thereby improving face identification and

verification accuracy empirically. Because it is impractical to precollect all possible class identities for training, those interesting works focus

on compressing the learned deep features of the same class to their centres and enhancing their discriminative power for verifying new

unseen classes without label prediction. In contrast, in our paper, the data have a latent subspace structure on top of the classes, where

the subspaces (clusters) can be viewed as the superclasses at a higher level. Under such a model structure, we explicitly study how the

DNN learns without clustering in advance and why it achieves comparable classification performance to the ideal two-step procedure, that is,

unsupervised clustering to partition data into subspaces (superclasses) followed by supervised classification for further recognition within each

subspace.

Through simulation studies, we discover that the classification error rate of DNNs is very close to that of the ideal procedure, motivating us

to ask whether the bottom layers of DNNs indeed conduct clustering first and then top layers classify within each learned cluster, which can

be regarded as some type of representational learning. However, our simulation studies suggest otherwise. More specifically, we discover that

none of the layers in the DNN successfully recover the cluster/subspace structure. This message suggests that at least in some high-dimensional

classifications, the way a DNN learns is different from the commonly believed representational learning.

To strengthen our empirical evidence, we further provide some theoretical results and insights under our statistical model. Our theoretical

findings are consistent with our empirical ones—the ideal procedure can have very low classification error rate and greatly outperform the

naive procedure of blind classification, which completely ignores the subspace structure in the data. We also provide some heuristic statistical
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arguments on the performance of DNNs. Furthermore, we demonstrate the revealed phenomenon on the real data application of traffic sign

recognition, which plays a crucial role in self-driving vehicles.

2 EXPERIMENTS

2.1 Model setting and some initial results

Consider a sample of independent observations in R
D from a union of three lower dimensional subspaces S1, S2, S3, where each of the three

subspaces is of dimensionality p with p < D. For each subspace Sk (for k ∈ {1,2,3}), denote by Ak ∈ R
D×p the basis matrix whose columns are

orthonormal vectors spanning the subspace. For an observation from subspace Sk , suppose it can be represented as x = Akx̃, where x̃ ∈ R
p follows

the mixture Gaussian distribution x̃ ∼ (1 − Y)p(𝝁(k)
0
,Σ) + Yp(𝝁(k)

1
,Σ) with 𝝁

(k)
j

∈ R
p (for j ∈ {1,2}) the mean vectors and Σ ∈ R

p×p the covariance

matrix. Here, Y is a Bernoulli random variable with probability of success 1/2 representing the class label. Note that the latent subspace structure,

that is, the basis matrices (A1,A2,A3), is completely unavailable to us.

Suppose we have n labelled observations (xi,Yi), i = 1, … , n, independently sampled from the above latent subspace model. Denote by

X = [xT
1
, … , xT

n ]T ∈ R
n×D the matrix whose columns are feature vectors, and Y = (Y1, … ,Yn)T the vector collecting the labels. Let (X(k),Y(k))

be the observations corresponding to the kth subspace and X̃(k) the corresponding coefficient matrix, that is, X(k) = X̃(k)AT
k

. Note that for each

k ∈ {1,2,3}, X(k), X̃(k),Y(k), and Ak are unobservable to us. Our goal is to train a classifier Ĉ(x) such that for a new unlabelled observation x, the

trained classifier Ĉ(x) can predict the class label of x with high success rate.

We simulate nk = 800 observations from subspace Sk , and we set D = 100 and p = 40. The augmented basis matrix [A1,A2,A3]∈ R
D×(3p) is

nondegenerate with rank D. So we end up with n = 2,400 observations (xi,Yi) in total, where each feature vector xi has dimensionality D = 100.

Let A = (0.317,0.318,0.684)T and d = (1.098,1.092,−1.104)T . We set 𝝁(k)
0

= AT
k

A(k)1 and 𝝁
(k)
1

= AT
k
(A(k) + d(k))1, where 1 is a vector of 1's, for

k = 1,2,3, where A(k) and d(k) stand for the kth entry of the vectors A and d, respectively.

As discussed in Section 1, if the oracle information on each observation's subspace identity is known, the best one can do is the ideal procedure.

We apply the ideal procedure to the simulated data and use the result as a benchmark to evaluate the performance of other methods. We also

apply neural networks with two hidden layers to the simulated data set (xi,Yi). More details about our neural network can be found in a later

section. The third comparison method is the Fisher linear discriminant analysis (LDA) applied to (xi,Yi). Note that for the last two methods, we do

not use the oracle information on observations' subspace identity.

Table 1 shows the distance correlations (DCs; Reshef et al., 2011; Szkely, Rizzo, & Bakirov, 2007) between various pairs of variables, which is

a specific case of maximum mean discrepancy (MMD; Arbel, Sutherland, Bińkowski, & Gretton, 2018; Dziugaite, Roy, & Ghahramani, 2015; Gao,

Lv, & Shao, 2019; Jones and Forrest, 1995; Kong, Li, Fan, & Lv, 2017; Li, Zhong, & Zhu, 2012) with the distance kernel. DC provides an effective

measure of the non-linear dependency between two random variables of potentially different dimensions and data types defined as

dCor(u, v) = dCov(u, v)√
dVar(u)dVar(v)

(1)

with

dCov2(u, v) = 1
cpcq ∫

Rp+q

|𝜙u,v(x, y) − 𝜙u(x)𝜙v(y)|2

||x||p+1||y||q+1
dxdy. (2)

Here, u and v are two random vectors of arbitrary dimensions p and q, respectively; 𝜙u(x), 𝜙v(y), and 𝜙u,v(x, y) are the characteristic functions

of u, v, and (u, v), respectively; and the constant ck = 𝜋(1+k)∕2∕Γ((1 + k)∕2) is half of the surface area of the unit sphere in R
k+1. In particular, DC is

zero if and only if u and v are independent. See Székely and Rizzo (2013) for details of the bias-corrected version of DC. Several messages can

be drawn. First, the classification problem is challenging as reflected from the very low DC between feature matrix X and label vector Y. This

will be further confirmed later by Figure 3. Second, knowing the subspace/cluster identity can help with classification, as evidenced from the

much higher DCs between the class labels Y(k) and submatrices X(k) or X̃(k), and the high DC between Y and YF with YF denoting the predicted

training labels by the ideal procedure. In fact, the classification error rate by the ideal procedure is 4.34%. Third, the predicted training labels

by DNN (the structure is shown in Figure 1) Ŷ mimic YF very closely, with DC as high as 0.8829. Fourth, none of the hidden layers cluster the

data well, as shown by the low DCs in the last three rows in Table 1. These results suggest a surprising fact that DNN does not learn the cluster

representations in data well but still manages to classify well. We next provide more empirical evidence in the following sections.

2.2 Classification methods without clustering versus with clustering

In the last section, we have seen that the ideal procedure based on oracle subspace information performs well in classification. We further

demonstrate here that even with empirically learned cluster information, the performance of various popular classifiers can be very close to that

of the ideal procedure. Specifically, we directly apply popularly used classification methods including LDA, lasso logistic regression, KNN, decision

tree, random forest, and support vector machine (SVM) with linear and non-linear kernels, to the simulated data. To compare, we also implement a

two-step procedure where in the first step, we use subspace clustering algorithm (Park, Caramanis, & Sanghavi, 2014) to cluster the data first, and
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FIGURE 1 Deep neural network (DNN) structure

TABLE 1 Bias-corrected distance correlations (DCs) between different pairs of variables Variable 1 Variable 2 DC

X Y 0.0779

X(1) Y(1) 0.3817

X(2) Y(2) 0.2826

X(3) Y(3) 0.4004

X̃(1) Y(1) 0.4740

X̃(2) Y(2) 0.3345

X̃(3) Y(3) 0.4038

Y YF 0.8341

Ŷ YF 0.8829

Xc Zsubspace 0.8925

XbottomLayer Zsubspace 0.3428

XtopLayer Zsubspace 0.2420

XtwoLayers Zsubspace 0.2965

Note. X: n × D feature matrix; Y: vector of true class
labels; YF : predicted class labels by the ideal procedure;
Ŷ: predicted class labels by a DNN with two hidden lay-
ers; X̃(k): nk × p coefficient matrix corresponding to the
kth subspace; X(k) = X̃(k)AT

k
: nk × D feature matrix corre-

sponding to subspace k; Y(k): labels for observations on
subspace k; Xc : transformed X via clustering; XbottomLayer:
n-vector representing the hidden layer after the input
layer; XtopLayer: n-vector representing the hidden layer
before the output layer; XtwoLayers: the augmented matrix
[XbottomLayer,XtopLayer]; Zsubspace: the latent subspace label
for each observation. Bold data emphasize the trend.

then in the second step, we apply each of the aforementioned classification methods within each identified cluster. The number of repetitions is

100, with the mean error for clustering being 0.0008. The very low clustering error also suggests that the latent subspace structure is easy to learn.

It is shown that all methods have improved performance after we incorporate the clustering step, with clustering followed by lasso logistic

regression with the best overall classification error rate of 5.46%. In addition, with clustering, almost all methods (except for KNN because of

possible curse of dimensionality) perform similarly and are comparable with the ideal procedure of classification error rate 4.34%. For illustration

purposes, the specific plot for lasso logistic regression is shown in Figure 2.

Similar to Table 1, we calculate the DC between the predicted class labels by various methods in Figures 3 and 4. The results are presented in

Table 2. The last column corresponds to the DCs for test data. These results confirm again that DNN has performance very close to that of these

two-step procedures.

2.3 DNNs via TensorFlow

We implemented deep learning by TensorFlow on the hardware 8-core 2.4-GHz Intel E5-2665 processors and NVIDIA K20 Kepler graphics

processing unit (GPU) accelerators. To speed up the training process of DNN, we use parallel computing with 24 threads/central processing units

(CPUs) (2 sockets, 6 cores per socket, and 2 threads per core) and 2 GPUs.

Figure 5 shows the average error rate over 100 test data sets. It can be seen from Figure 5 that the classification error rate follows a U-shaped

curve, regardless of whether dropout is used or not on both CPU and GPU. For the same number of layers, the error rate decreases as the
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FIGURE 2 Classification error rate for lasso
logistic regression

FIGURE 3 Classification error rates by different
methods

FIGURE 4 Classification error rates by different methods

number of hidden units grows. Additionally, for the same number of hidden units in each hidden layer, the error rate declines first and then rises

afterward. This explains why we focus on DNN with two hidden layers and 100 hidden units in each layer (dropout = 0.5) (see Tables A1–A4

for detailed numerical results for various numbers of layers with dropout = 0.5). Later, we add dropout = 0.2 for the input layer and apply

centerization and normalization to achieve lower error rate 0.0640 (CPU) and 0.0644(GPU).

To examine whether any layers of DNN carry the latent cluster information, we apply various popularly used clustering methods to the

bottom hidden layer XbottomLayer, top hidden layer XtopLayer, and the combination of the two hidden layers XbottomLayer + XtopLayer. The methods we

experimented with include the greedy subspace clustering (Park et al., 2014), the robust subspace clustering via thresholding (Heckel & Bölcskei,

2015), the K-means clustering Lloyd (1982), the hierarchical clustering (Rokach & Maimon, 2005), and the singular value decomposition coupled

with the aforementioned two methods, where the clustering error rates are shown in Table 3. The clustering error rate is the mismatch ratio of

cluster labels relative to the true labels up to permutation of classes. To get some visualization, we provide the T-distributed Stochastic Neighbor

Embedding (t-SNE) plots (van der Maaten & Hinton, 2008) in Figure 6. We can see from the plots that DNN did not preserve the clustering
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TABLE 2 Bias-corrected distance correlations (DCs) for the top hidden layer of deep
neural network

Variable 1 Variable 2 Training DC Test DC

Ŷ YF 0.8829 0.8354

Ylasso YF 0.8717 0.8175

Yknn YF 0.8707 0.8197

YlinearSVM YF 0.8650 0.8081

YkernelSVM YF 0.8746 0.8310

YrandomForest YF 0.8345 0.8217

FIGURE 5 Classification error rate of deep neural network (DNN)

TABLE 3 Clustering error rates on hidden layers Method XbottomLayer XtopLayer XbottomLayer + XtopLayer

GreedySC 0.431913 0.470013 0.470083

RSCT 0.403967 0.430333 0.421375

K-means 0.448750 0.474450 0.460292

SVD + K-means 0.444742 0.470392 0.464654

Hierarchical 0.666054 0.666050 0.666079

SVD + Hierarchical 0.666075 0.666025 0.666071

Abbreviations: GreedySC, greedy subspace clustering; RSCT, robust sub-
space clustering via thresholding; SVD, singular value decomposition.

pattern and learned features in a different mechanism. The patterns shown in the three plots also support the trend in the DC values that we

calculated in Table 1. These high clustering error rates here with the low clustering error rate in Section 2.2, as well as the t-SNE visualization in

Figure 6, suggest that DNN does not conduct efficient clustering in any of its layers.

We also apply the classification methods discussed in Section 2.2 to just the top hidden layer. As seen from Figure 4, the classification

performance is highly similar to that in Figure 3 with the exception of the decision tree method. These results reinforce our previous statement

that DNN has comparable classification results to two-step procedures without performing clustering first.

In addition, we have also conducted a larger scale simulation study in which both the sample size and dimensionality are enlarged by 10 times.

Indeed, the implementation of such a large-scale study was very time-consuming. However, the patterns and phenomenon observed previously

stay the same in the large scale. A short summary of the main results for this additional large-scale simulation study is presented in Section A.5

(the full detailed results are available upon request).
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FIGURE 6 T-distributed Stochastic Neighbor Embedding (t-SNE) visualization

3 SOME STATISTICAL INSIGHTS AND HEURISTIC ARGUMENTS

We attempt to provide some theoretical justifications on our empirical findings in this section. Our results have three components: classification

within each cluster, classification without learning the cluster information, and some heuristic statistical arguments on how DNN learns.

3.1 Gaussian classification in one subspace

We focus on classification within one subspace in this section. For simplicity, we drop all the superscripts corresponding to the subspace, and

thus the two class distributions are p(𝜇0,Σ) and p(𝜇1,Σ), and the observations are (xi,Yi), i = 1, … , n. We restrict ourselves to the lower

dimensional subspace, so the dimensionality is p. The class prior probabilities are assumed to be equal.

In this two-class Gaussian classification, the Bayes rule takes the form

𝛿B(x) = 𝟙{ΔTΣ−1(x − 𝜇) > 0},

where Δ = 𝜇1 − 𝜇0 and 𝜇 = 1

2
(𝜇0 + 𝜇1). With training data, we can plug in the sample estimates of 𝝁i and Σ, denoted by 𝝁̂i and Σ̂, and the

corresponding LDA classifier is

𝛿F(x) = 𝟙{Δ̂TΣ̂−1(x − 𝜇̂) > 0}with Δ̂ = 𝜇1 − 𝜇0.

It is well known that the Bayes risk, or the classification error rate of the Bayes rule 𝛿B(x), takes the form

RB = Φ̄(m∕2),

where m2 = ΔTΣ−1Δ is the Mahalanobis distance between two classes. For the LDA 𝛿F(x), conditional on the training data, the classification error

rate is

Rn(𝛿F) =
1
2

∑
k=0,1

Φ̄

(
(−1)k+1ΔTΣ̂−1(𝝁k − 𝝁̂k) + Δ̂Σ̂−1Δ̂∕2

(Δ̂TΣ̂−1ΣΣ̂−1Δ̂)1∕2

)
,

where Φ̄ = 1 − Φ with Φ the standard Gaussian cumulative distribution function.

The following result is a direct consequence from Li and Shao, 2015 (Theorem 1 (ii)). We include it for completeness.

Theorem 1. Assume that p∕n → 0 as n → ∞. Then for large enough n,

Rn(𝛿F) = RB + op(1). (3)

The above result suggests that when the latent subspace structure is known, classification can be highly accurate as long as the Mahalanobis

distance m2 is large enough. This is consistent with our results in Section 2.2. See, for example, Fan and Fan (2008), Fan, Jin, and Yao (2013), and

Fan, Kong, Li, and Zheng (2015) for more developments on high-dimensional classification.

3.2 Gaussian classification in two subspaces

We now consider the case where data are from the union of some lower dimensional subspaces. To simplify the proof, we consider two subspaces

S1 and S2 with p = D∕2, and we assume that the basis matrices take the forms AT
1
= [Ip,0] ∈ R

p×D and AT
2
= [0, Ip] ∈ R

p×D. In addition, on each

subspace Sk , we assume that the common covariance matrix for the mixture Gaussian is Ip. We also assume that conditional on the class label Y,

the observations have equal chance of coming from each of these two subspaces. These oversimplifications allow us to provide an explicit bound

for the overall classification error rate.
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TABLE 4 Bias-corrected distance correlations (DCs) between different pairs of
variables

Clustering strategy Variable 1 Variable 2 DC

(1) LBFV, LBSV, XbottomLayer Z1 0.0558

HBFV, HBSV XtopLayer Z1 0.0508

XtwoLayers Z1 0.0516

(2) LB, HB XbottomLayer Z2 0.0631

XtopLayer Z2 0.0583

XtwoLayers Z2 0.0591

(3) FV, SV XbottomLayer Z3 0.0311

XtopLayer Z3 0.0276

XtwoLayers Z3 0.0281

Note. XbottomLayer: deep feature by the hidden layer after
the input layer; XtopLayer: deep feature by the hidden layer
before the output layer; XtwoLayers: the augmented matrix
[XbottomLayer,XtopLayer]; Zi: the one-hot cluster identities of
the strategy i). Abbreviations: B, brightness; F, front; H, high;
L, low; S, side; V, view.

With the above model structure, class Y = 0 observations have feature vectors independently drawn from the mixture of two degenerate

Gaussian distributions  (A1𝝁
(1)
0
,A1AT

1
) and  (A2𝝁

(2)
0
,A2AT

2
) with equal mixing probability. Similarly, class Y = 1 observations have feature

vectors independently drawn from the mixture of two degenerate Gaussian distributions  (A1𝝁
(1)
1
,A1AT

1
) and  (A2𝝁

(2)
1
,A2AT

2
) with equal mixing

probability.

Note that the subspace structure is completely latent to us, and we only observe data pairs (xi,Yi). We will focus on the LDA classification rule

by pretending that observations were from two class Gaussian classifications. This corresponds to the first boxplot labelled as LDA in Figure 3.

Theorem 2. Assume that 𝝁(1)
0

= 𝝁
(2)
1

= 0 and ||𝝁(1)
1
||2 = ||𝝁(2)

0
||2. Then the Bayes rule has risk

RB = 1
4
+ Φ̄(||𝝁(1)

1
||2). (4)

Assume further that p∕n → 0. Then for large enough n, it holds that

Rn(𝛿F) = RB + op(1).

The full proof is provided in the Appendix. It is interesting to see from Equation (4) that as long as ||𝝁(1)
1
||2 is large enough, the overall

classification error rate is close to 1∕4. In view of our simulation results in Section 2.2, it is seen that our theory is consistent with the result in

Figure 3 about LDA. Moreover, using our notation in this section, the asymptotic classification error within one subspace (as shown in Theorem

1) can be written as Φ̄(||𝝁(1)
1
||2∕2). Combining this result with Theorem 2, we can see that the latent subspace structure does impose additional

difficulties in classification, and the extra difficulty is mainly reflected in the term 1∕4.

In addition, we also provide in Section A.3 some heuristic statistical arguments on how DNN learns in our simple subspace classification model

introduced earlier, which support our empirical findings.

4 REAL DATA APPLICATION

In addition to the simulation studies, we also demonstrate the revealed phenomenon on the real data application of traffic sign recognition,

which is a crucial task in self-driving vehicles. The real data set (cropped images) is composed of 62 classes labelled as 0 to 61. The sizes of the

images are around 128 ∗ 128 pixels, and each one contains a tuple for RGB colour ranging from 0 to 255. An overview of the images is shown in

Figure A2 (Mathias, Timofte, Benenson, & Van Gool, 2013). We transform the images to 32 ∗ 32 pixels, which is beneficial for recognition. Thus,

the number of features for each image is 32 ∗ 32 ∗ 3 = 3,072. See also Cao, Song, Peng, Xiao, and Song (2019) and Shao et al. (2018).

Each image of a traffic sign may be captured by the camera from the front view or the side view, and brightness of the image could be low or

high. We apply three clustering strategies: (a) four clusters with low brightness and front view (LBFV), low brightness and side view (LBSV), high

brightness and front view (HBFV), and high brightness and side view (HBSV); (b) two clusters with low brightness (LB) and high brightness (HB);

and (c) two clusters with front view (FV) and side view (SV). These strategies are motivated by the intermediate results by clustering algorithms

(the images are clustered by brightness) and different aspect ratios of the images (the images are clustered by view angles). For instance, the

images of label 21 (stop sign) can be partitioned into four clusters as shown in Figure A3.

Without applying the cluster structure a priori, the classification error rates by LDA, random forest, SVM, and deep learning are 17.38%,

12.86%, 12.42%, and 4.73%, respectively.

If we utilize the cluster identities on the basis of the above three strategies, then the classification error rates can be reduced for the clusters,

in which images have low brightness and/or front view (LBFV of strategy 1, LB of strategy 2, and FV of strategy 3), which matches our intuition

on the difficulty level of detecting the traffic signs. The sample sizes for these four clusters HBFV, HBSV, LBFV, and LBSV in the training data

set are 1706, 799, 1380, and 690, respectively. As a result, random forest can lower the classification error rate by 1% using clustering strategies
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1 and 2, SVM benefits from strategy 3 and also decreases the classification error rate by 1%, and the four-cluster strategy 1 facilitates LDA to

obtain a much improved classification error rate of 9.56% error rate. So does deep learning capture the cluster structure internally over some

hidden layers? As in our analysis for the simulation studies, we calculate the DCs of the deep features by the first hidden layer, second hidden

layer, and their combinations with the one-hot cluster identities of the three clustering strategies; see Table 4. We see that the DCs are quite low.

These real data results are consistent with our simulation experiment and theoretical interpretation that DNN does not learn the cluster structure

but yet is capable of achieving comparable or even better classification performance in comparison with other machine leaning methods with

clustering added on top.

5 CONCLUSION

The main purpose of this paper is to provide some statistical insights into how DNN learns in the subspace classification model. We have

designed a simple simulation study on two-class classification with data generated from a latent subspace structure. We compared DNN with

the two-step procedures of clustering followed by classification. We discovered that although DNN has comparable classification performance

to the two-step procedure, it does not conduct efficient clustering in any of its layers. This is a surprising result and in some sense provides

an important complement to the common belief of representational learning for DNN. We also provided theoretical results to support our

empirical findings and presented some heuristic statistical arguments on how DNN learns. The real data application of traffic sign recognition for

self-driving vehicles further showcased the revealed phenomenon.
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APPENDIX A

One real-life problem that motivates our study is shown in Figure A1, where we classify cats and dogs from the a collection of images capturing

different activities (e.g., eating, playing, and sleeping). In our model, we mimic the set of images through a high-dimensional space, which is the

union of three subspaces, and each low-dimensional subspace corresponds to one type of activities.

A.1 Building deep neural networks

We train and test different structures of DNNs over 100 training and test data sets with the same sample size, which are randomly generated

according to our model setting. We choose the optimal hyper parameters on the validation set (10% of the training set). DNNs are run on

both CPUs and GPUs; we discover that when the network is shallow or has small number of hidden units, CPUs outperform GPUs in terms of

computational speed. However, as the number of hidden layers and units increases, GPUs definitely run faster.

A.2 Proof of Theorem 2

Proof. Recall that under our model assumption, class Y = 0 observations have feature vectors independently drawn from the mixture of

two degenerate Gaussian distributions  (A1𝝁
(1)
0
,A1AT

1
) and  (A2𝝁

(2)
0
,A2AT

2
) with equal mixing probability. Similarly, class Y = 1 observations

have feature vectors independently drawn from the mixture of two degenerate Gaussian distributions  (A1𝝁
(1)
1
,A1AT

1
) and  (A2𝝁

(2)
1
,A2AT

2
)

FIGURE A1 Classification of cats and
dogs (copyright by Google Images)

Layer Training error Test error Run time (s)

CPU GPU CPU GPU CPU GPU

1 0.1282 0.1283 0.1548 0.1536 8.1665 14.4766

2 0.0923 0.0875 0.1328 0.1274 9.5305 21.9774

3 0.1016 0.1262 0.1518 0.1521 11.0447 19.4718

4 0.0993 0.0961 0.1555 0.1580 12.7921 26.6293

5 0.1104 0.1263 0.1697 0.1826 14.3730 28.7950

10 0.4439 0.4483 0.4540 0.4575 22.6595 38.1027

Abbreviations: CPU, central processing unit; DNN, deep neural network;
GPU, graphics processing unit.

TABLE A1 DNN with hidden units [10]

Layer Training error Test error Run time (s)

CPU GPU CPU GPU CPU GPU

1 0.1051 0.1085 0.1324 0.1339 9.5807 19.5555

2 0.0500 0.0510 0.0940 0.0956 12.1759 21.2431

3 0.0391 0.0399 0.1033 0.1051 14.8497 23.4055

4 0.0330 0.0330 0.1213 0.1233 18.1428 26.5479

5 0.0342 0.0318 0.1469 0.1433 21.0214 37.0104

10 0.2165 0.1794 0.2649 0.2371 35.0329 50.8225

Abbreviations: CPU, central processing unit; DNN, deep neural network;
GPU, graphics processing unit.

TABLE A2 DNN with hidden units [20]
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TABLE A3 DNN with hidden units [50] Layer Training error Test error Run time (s)

CPU GPU CPU GPU CPU GPU

1 0.0848 0.0847 0.1139 0.1137 10.1360 19.5282

2 0.0306 0.0300 0.0795 0.0795 15.1895 17.0301

3 0.0105 0.0105 0.0812 0.0812 20.1912 16.5940

4 0.0057 0.0054 0.0967 0.0956 25.2243 17.9423

5 0.0033 0.0030 0.1389 0.1342 30.0675 29.2289

10 0.0170 0.0255 0.1565 0.1599 53.2125 40.1224

Abbreviations: CPU, central processing unit; DNN, deep neural network;
GPU, graphics processing unit.

TABLE A4 DNN with hidden units [100] Layer Training error Test error Run time (s)

CPU GPU CPU GPU CPU GPU

1 0.0781 0.0777 0.1077 0.1073 12.8185 18.7767

2 0.0201 0.0206 0.0765 0.0764 21.2060 21.5077

3 0.0030 0.0031 0.0770 0.0775 29.3675 24.0765

4 0.0013 0.0013 0.0813 0.0807 37.3774 26.7721

5 0.0009 0.0008 0.1002 0.0990 45.5618 23.3326

10 0.0021 0.0045 0.1422 0.1404 84.7540 42.6131

Abbreviations: CPU, central processing unit; DNN, deep neural network;
GPU, graphics processing unit.

with equal mixing probability. Therefore, for a random observation x ∈ R
D from class k, we have the condition mean

mk ≡ E[x|Y = k] =

( 1

2
𝜇
(1)
k

1

2
𝜇
(2)
k

)
,

and the conditional covariance matrix

Var(x|Y = k) =

( 1

2
Ip + 1

4
𝜇
(1)
k
(𝜇(1)

k
)T 0

0 1

2
Ip + 1

4
𝜇
(2)
k
(𝜇(2)

k
)T

)
.

Therefore, for an observation randomly drawn, the unconditional covariance matrix can be calculated as

Var(x) = E[Var(x|Y)] + Var(E[x|Y]) = (
C11 C12

C21 C22

)
,

where

C11 = 1
2

Ip +
3

16
(𝜇(1)

0
(𝜇(1)

0
)T + 𝜇

(1)
1
(𝜇(1)

1
)T),

C12 = 1
16

(𝜇(1)
0
(𝜇(2)

0
)T + 𝜇

(1)
1
(𝜇(2)

1
)T),

C21 = 1
16

(𝜇(2)
0
(𝜇(1)

0
)T + 𝜇

(2)
1
(𝜇(1)

1
)T),

C22 = 1
2

Ip +
3

16
(𝜇(2)

0
(𝜇(2)

0
)T + 𝜇

(2)
1
(𝜇(2)

1
)T).

Recall that we assume 𝝁
(1)
0

= 0 and 𝝁
(2)
1

= 0. Thus, the above conditional mean and unconditional covariance matrix can be simplified as

m0 = E[x|Y = 0] =

(
0

1

2
𝜇
(2)
0

)
,

m1 = E[x|Y = 1] =

(
1

2
𝜇
(1)
1

0

)
,

and

Σ0 ≡ Var(x) =

( 1

2
Ip + 3

16
𝜇
(1)
1
(𝜇(1)

1
)T 0

0 1

2
Ip + 3

16
𝜇
(2)
0
(𝜇(2)

0
)T

)
,

respectively.
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Now, suppose we completely ignore the subspace structure and use the Bayes rule from two class Gaussian classifications, that is, by

pretending that the data were from Gaussian distributions

 (m0,Σ0) and  (m1,Σ0) ,

we obtain the following decision rule

𝛿(x) = 𝟙{r(x) ∶=
(

x −
m0 + m1

2

)T
Σ0

−1(m1 − m0) > 0}. (A1)

We next calculate the classification error of the above decision rule (A1). For a new observation x with true class label Y, by conditional

probability,

P(𝛿(x) ≠ Y) = P(𝛿(x) = 0|Y = 1)1
2
+ P(𝛿(x) = 1|Y = 0)1

2
. (A2)

We first calculate P(𝛿(x) = 0|Y = 1). Because conditional on class 1, a random observation has equal probability of coming from the two

subspaces, we have

P(𝛿(x) = 0|Y = 1) = 1
2

P(𝛿(x) = 0|Y = 1, x ∈ S1) +
1
2

P(𝛿(x) = 0|Y = 1, x ∈ S2). (A3)

Now, recall that for a random observation x from class Y = 1 and subspace S1, we have

x ∼  (A1𝝁
(1)
1
,A1AT

1).

Therefore, the classification rule 𝛿(x) has Gaussian distribution with mean and variance

E[r(x)|Y = 1, x ∈ S1] =
3
8
(𝝁(1)

1
)T

(
1
2

Ip +
3

16
𝜇
(1)
1
(𝜇(1)

1
)T

)−1

𝝁
(1)
1

+ 1
8
(𝝁(2)

0
)T

(
1
2

Ip +
3

16
𝜇
(2)
0
(𝜇(2)

0
)T

)−1

𝝁
(2)
0

= 3
4

||𝝁(1)
1
||2

2

1 + 3

8
||𝝁(1)

1
||2

2

+ 1
4

||𝝁(2)
0
||2

2

1 + 3

8
||𝝁(2)

0
||2

2

=
||𝝁(1)

1
||2

2

1 + 3

8
||𝝁(1)

1
||2

2

Var(r(x)|Y = 1, x ∈ S1) =
1
4
(𝝁(1)

1
)T

(
1
2

Ip +
3

16
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(1)
1
(𝜇(1)

1
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)−2

𝝁
(1)
1

=
||𝝁(1)

1
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2

(1 + 3

8
||𝝁(1)

1
||2

2
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respectively, where we have used the assumption that ||𝝁(2)
0
||2

2
= ||𝝁(1)

1
||2

2
. Thus, it can be calculated that

P(𝛿(x) = 0|Y = 1, x ∈ S1) = Φ̄
(||𝝁(1)

1
||2

)
.

Similarly, it can be derived that

P(𝛿(x) = 0|Y = 1, x ∈ S2) = Φ
(||𝝁(2)

1
||2

)
= 1∕2,

P(𝛿(x) = 1|Y = 0, x ∈ S1) = Φ
(||𝝁(1)

0
||2

)
= 1∕2,

P(𝛿(x) = 1|Y = 0, x ∈ S2) = Φ̄
(||𝝁(2)

0
||2

)
.

This proves the first result of the theorem.

Combining the above result with Equations (A2) and (A3), we arrive at

R(𝛿B) = P(𝛿(x) ≠ Y) = 1
4
+ 1

2
Φ̄
(||𝝁(2)

0
||2

)
.

When the population parameters are estimated from sample, as long as the sample size satisfying that p∕n → 0, then using similar arguments

as in Li and Shao (2015), we can prove that conditional on training data, the classification error rate of the plug-in classifier 𝛿F(x) satisfies

that with asymptotic probability 1,

Rn(𝛿F) → R(𝛿B).

This completes the proof of the theorem.

A.3 Some heuristic arguments on how DNN learns in subspace classification

In this section, we intend to provide some heuristic statistical arguments on how DNN learns in our simple subspace classification model

introduced earlier. In such a model, there are k subspaces Sj's of the ambient feature space R
D with 1 ≤ j ≤ k; and within each subspace, there are

two classes that are labelled as 0 and 1. For simplicity, we assume that the k subspaces Sj's are generated independently and that each subspace

Sj has dimensionality p = pj and is uniformly distributed on the Grassmann manifold GD,p, which is composed of all p-dimensional subspaces

of RD. See, for example, Lv (2013) for some brief background on the geometry and invariant measure of Grassmann manifold. To simplify the

technical exposition, we further assume that for each subspace Sj, the data distributions corresponding to the two classes 0 and 1 are  (0, Ipj
)

and  (𝝁j, Ipj
), respectively, and that each class on each subspace has sample size n0. Thus, the total sample size is n = 2kn0. Moreover, assume

that the k vectors 𝝁j's are also statistically independent of each other. Denote by Hj the (pj − 1)-dimensional affine hyperplane passing through

point 2−1
𝝁j and with normal vector 𝝁j. The half space of subspace Sj containing point 𝝁j is referred to as the positive half space for brevity. Then
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FIGURE A2 Traffic signs of labels 0 to 61

an ideal classification procedure is assigning the true subspace cluster label to each data point and classifying it as class 1 or 0 according to

whether or not the data point lies in the positive half space of the corresponding subspace. Such an ideal classification procedure is an optimal

classifier because it knows the true subspace cluster label and the underlying classifier given each subspace is the Bayes classifier.

We next gain some statistical insights into how DNN tries to mimic closely the above ideal classification procedure without recovering the

latent subspace cluster label. Although the k subspaces Sj's lie in the same ambient Euclidean space R
D, it is more useful to view them as points on

the Grassmann manifolds, which are compact Riemannian homogeneous spaces. To ease the technical presentation of the underlying geometry,

we further assume that all the k subspaces Sj's have the same dimensionality p. Thus, (Sj)1≤j≤k is simply an independent and identically distributed

(i.i.d.) sample from the uniform (Haar) distribution on the Grassmann manifold GD,p. By the classical manifold embedding theory from geometry

and topology, the Grassmann manifold GD,p, which is a curved space of dimension p(D − p), can be embedded into a higher dimensional Euclidean

space where the distance on the Grassmann manifold is preserved. Here, in a similar spirit, DNN tries to embed the points on each subspace Sj in

a high-dimensional latent Euclidean space that is different than the original ambient Euclidean space R
D.

Let us consider DNN with multiple hidden layers and the sigmoid layer at the top for two-class classification. As is common in the more

recent deep learning literature, we consider the rectified linear unit (ReLU) activation function for all the neurons in the hidden layers. For a

given ReLU neuron l, assume that the inputs are zi with 1 ≤ i ≤ ml, the bias is w0l, and the network weights are wil with 1 ≤ i ≤ ml. Denote

by zl = (1, z1, … , zml
)T and wl = (w0l,w1l, … ,wml l)

T the input vector and the weight vector, respectively, associated with this particular ReLU

neuron, where the bias is regarded as the weight for the constant input 1. Then the output of this neuron is given by hl(zl,wl) = (zT
l

wl)+, where

a+ = max(0, a) for each scalar a. In view of such a representation, each ReLU neuron in the first (bottom) hidden layer projects the input vector

x = (x1, … , xD)T ∈ R
D onto the line {t(w1l, … ,wml l)

T ∶ t ∈ R} with a given centre and scale and zeros out all the negative values of this new

coordinate, that is, collapsing the negative half of the real line to a single point zero.

Assume that there are at least kp ReLU neurons in the bottom hidden layer. It is easy to see that for each 1 ≤ j ≤ k, there exist a set of p ReLU

neurons with some suitable bias and weight parameters such that the resulting p ReLU coordinates as given above provide a one-to-one mapping

from the positive half space associated with subspace Sj to R
p
+ and shrink the corresponding negative half space toward the origin (by comparing

each data point in the positive half space and its mirror image with respect to Hj), where R+ stands for the positive half of the real line. To simplify

the arguments, assume that the total number of ReLU neurons in the bottom hidden layer is exactly kp; otherwise, we assign zero values to all the

parameters of those remaining ReLU neurons for the moment. By our construction, the network parameters for the p ReLU neurons associated
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FIGURE A3 Instances of traffic signs in
each cluster

FIGURE A4 Classification error rates of linear discriminant analysis
(LDA) and deep neural network (DNN)

with subspace Sj depend only on Sj and 𝝁j and thus are independent of all other Sl's and 𝝁l's with 1 ≤ l ≠ j ≤ k. To mimic the random initialization

of network parameters in the training of DNN, let us further add some small independent Gaussian noises to the network parameters for the

bottom hidden layer. Applying the classical deviation bounds for light-tailed distributions with conditioning, we can show that as the growth rates

of k, p, and D relative to sample size n are properly controlled, the above choice of random network weights maps each subspace Sj into a higher

dimensional space R
kp
+ ; and with significant probability, such a mapping is a small perturbation of the aforementioned mapping from subspace Sj

to R
p
+; see, for example, the technical arguments in Fan and Lv (2008), Fan and Lv (2013), Fan and Tang (2013), and Lv (2013).

Observe that in our above probabilistic and geometric construction, all the data points in the positive half space associated with each subspace

Sj tend to concentrate on a relatively large compact set in R
kp
+ ∖{0} under the latent ReLU coordinates, whereas all the remaining data points

tend to concentrate around the origin due to the shrinkage effect mentioned before. Such a geometric representation of the two classes in a

higher dimensional latent Euclidean space leads to the fact that the training loss of the DNN can approximate closely that of the above ideal

classification procedure as the sample size n increases. Therefore, the resulting classification accuracy of the DNN can mimic closely that of the

ideal classification procedure. Meanwhile, it is important to notice that by its nature, the latent representation given by the ReLU neurons in the

hidden layers generally does not lead to successful recovery of the latent subspace cluster labels.

If the width of the neural network is limited or there are multiple classes within each subspace cluster, we need to use the ReLU neurons in

additional hidden layers to build up effective embedding of the subspaces in a high-dimensional latent Euclidean space. A formal, rigorous theory

on the above heuristic arguments and statistical insights for DNN in the subspace classification model will be presented in a separate paper.

A.4 Figures from real data application

A.5 Additional large-scale simulation study

Additionally, we simulate nk = 8,000 observations from each subspace Sk , and we set D = 1,000 and p = 40. So we end up with n = 24,000

observations (xi,Yi) in total, where each feature vector xi has dimensionality D = 1,000. The patterns and phenomenon observed previously stay

the same in the large scale.

The classification error rate of LDA without clustering is 0.1795, whereas the classification error rate of DNN (without clustering) is 0.0361,

which is comparable with the value 0.0371 for LDA with the knowledge of cluster identities; see Figures A4 and A5 for details.
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FIGURE A5 Classification error rate for linear discriminant analysis
(LDA) regarding subspaces

TABLE A5 Bias-corrected distance correlations (DCs) Variable 1 Variable 2 DC

Xc Zsubspace 0.8944

XbottomLayer Zsubspace 0.2014

XtopLayer Zsubspace 0.1501

Note. Xc : transformed X via clustering;
XbottomLayer: n-vector representing the hidden
layer after the input layer; XtopLayer: n-vector
representing the hidden layer before the out-
put layer; Zsubspace: the latent subspace label
for each observation. Bold data emphasize the
trend.

TABLE A6 Clustering error rates on hidden layers Method XbottomLayer XtopLayer XbottomLayer + XtopLayer

GreedySC 0.479288 0.555154 0.540575

RSCT 0.498617 0.495413 0.497163

K-means 0.502529 0.513588 0.509113

SVD + K-means 0.510063 0.513175 0.506933

Hierarchical 0.666613 0.666617 0.666625

SVD + Hierarchical 0.666613 0.666617 0.666613

Abbreviations: GreedySC, greedy subspace clustering; RSCT, robust sub-
space clustering via thresholding; SVD, singular value decomposition.

To examine whether any layers of DNN carry the latent cluster information, again, we apply various popularly used clustering methods to the

bottom hidden layer (bHidden), top hidden layer (tHidden), and the combination of the two hidden layers (bHidden + tHidden) in Table A6. We

also calculate the bias-corrected distance correlation of Zsubspace paired with Xc , XbottomLayer, and XtopLayer in Table A5. As seen in these tables, the

high clustering error rates and decreasing trend of bias-corrected distance correlations stay the same in the large scale, suggesting that DNN

does not really do clustering in any of its layers in the large-scale model setting.
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