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APPENDIX A: PROOFS FOR MAIN THEOREMS AND LEMMAS

In this section, we prove all key theorems and lemmas in the order they
appear (except for Theorem 1.2-1.3 which are proved in Section 3.3). Sec-
ondary lemmas are proved in APPENDIX B.

A.1. Proof of Theorem 1.1. For short, write n = np. Recall that the
training samples are Xi ∼ N(Yiµ,Ω

−1), 1 ≤ i ≤ n, where Yi ∈ {−1, 1} are
given. Consider an (independent) test sample X ∼ N(Y ·µ,Ω−1), where Y =
±1 with equal probabilities. Let f±1 be the joint of density of (X1, . . . , Xn, X)
in the case where Y = 1 and Y = −1, respectively, and let H(f, g) be the
Hellinger distance between two density functions f and g. To show the claim,
it is sufficient to show H(f1, f−1) → 0 as p → ∞, uniformly for all Ω ∈
M∗

p(a,Kp). Let f0 be the joint density of (X1, . . . , Xn, X) in the case where
X ∼ N(0,Ω−1) (but the distributions of Xi remain the same). By triangle
inequality and symmetry, H(f1, f−1) ≤ H(f1, f0)+H(f−1, f0) = 2H(f1, f0).
Therefore, it is sufficient to show

(A.1) H(f1, f0) → 0.

Since Ω is a Kp-sparse correlation matrix, by Lemma 1.1, there is a per-
mutation matrix P and an integer Mp = Mp(Ω,Kp) such that Mp ≤ Kp

and

(A.2) PΩP ′ =

 Ω̃11 . . . Ω̃1Mp

. . . . . . . . .

Ω̃Mp1 . . . Ω̃MpMp

 ,

where on the diagonal, Ω̃11, . . ., Ω̃MpMp are identity matrices. Since permut-
ing the coordinates of X1, X2, . . . , X simultaneously does not change the
Hellinger distance H(f1, f0), we assume P = Ip for simplicity.
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Now, corresponding to the partition of Ω in (A.2), we partition the mean-
vector µ as µ = ((µ(1))′, . . . , (µ(Mp))′)′. For 0 ≤ m ≤ Mp, let Pm be the
projection matrix such that Pmµ = ((µ(1))′, . . . , (µ(m))′, 0, . . . , 0)′, where
generically, 0 denotes a row vector of zeros, and let f (m) be the joint density
of (X1, . . . , Xn, X) under the law that Xi ∼ N(Yiµ,Ω

−1) for all 1 ≤ i ≤ n
and X ∼ N(Pmµ,Ω

−1). Note that f0 = f (0) and f1 = f (Mp), and that by
triangle inequality,

(A.3) H(f (0), f (Mp)) ≤
Mp∑
m=1

H(f (m−1), f (m)).

Recalling Mp ≤ Kp and Kp ≤ Lp, where Lp is a generic multi-log(p) term
as in Definition 1.2, (A.1) follows by Lemma A.1 below.

Lemma A.1. There is a constant c0 = c0(β, r, θ) > 0 such that for any
1 ≤ m ≤Mp − 1,

(A.4) H(f (m−1), f (m)) ≤ Lpp
−c0 .

A.2. Proof of Lemma A.1. DenoteK = Kp,M =Mp, and n = np for
short. Recall that each of X,X1, . . . , Xn can be partitioned into M blocks.
We simultaneously swap the first block and the m-th block of X and of each
Xi, 1 ≤ i ≤ n, but still denote the resultant vectors by X and Xi for nota-
tional simplicity. Denote ν̃ = µ(m), ˜̃ν = ((µ(1))′, . . . , (µ(m−1))′, 0, . . . , 0)′, and
˜̃µ = ((µ(1))′, (µ(2))′, . . . , (µ(m−1))′, (µ(m+1))′, . . . , (µ(M))′)′. After swapping,
f (m) is the joint density of (X1, . . . , Xn, X), where the common mean vector
of X1, . . . , Xn (which we still denote by µ for simplicity) is µ = (ν̃ ′, ˜̃µ′)′, the
mean vector of X is (ν̃ ′, ˜̃ν ′)′, and the common precision matrix (still denote
by Ω for simplicity) of X1, . . . , Xn, X is

(A.5) Ω =

(
Ik B
B′ D

)
,

where Ik is a k × k identity matrix with k = k(Ω,m) equaling to the size
of the m-th block (before swapping) and D is a correlation matrix. Sim-
ilarly, f (m−1) is the joint density of (X1, . . . , Xn, X), where the laws of
X1, . . . , Xn, X are the same as that of f (m) except for that the mean vector
of X is (0, ˜̃ν ′)′ instead.

Denote for short f0 = f (m−1), f1 = f (m). Since (Yi, Xi) are given and
Yi ∈ {−1, 1}, we assume Yi = 1 for notational simplicity (when Yi =
−1, we can always multiply −1 to both Yi and Xi). Consequently, Z =
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1√
n

∑n
i=1 YiXi reduces to Z = 1√

n

∑n
i=1Xi. By definitions and elementary

statistics, f0(x1, . . . , xn, x) = φ(x,Ω)Πn
i=1φ(xi,Ω) ·I, and f1(x1, . . . , xn, x) =

φ(x,Ω)Πn
i=1φ(xi,Ω) · II, where

I =

∫
e
√
nµ′Ωz−n

2
µ′Ωµ+(0,˜̃ν′)Ωx− 1

2
˜̃ν′D ˜̃νdF (µ),

II =

∫
e
√
nµ′Ωz−n

2
µ′Ωµ+(ν̃′,˜̃ν′)Ωx− 1

2
[‖ν̃‖2+2ν̃′B ˜̃ν+˜̃ν′D ˜̃ν]dF (µ),

and F (µ) denotes the cdf of µ. Here, x and xi are p × 1 vectors, z =
1√
n

∑n
i=1 xi, and φ(x,Ω) is the joint density of N(0,Ω−1). For 1 ≤ i ≤ k,

denote the i-th row of B in (A.5) by m′
i. Also, write Ωx = (x̃′, ˜̃x′)′ and

Ωz = (z̃′, ˜̃z′)′ so that both the length of x̃ and the length of z̃ are k.
For simplicity, we assume Hp is a point mass at τp; the proof for general

cases is similar since the support of Hp is contained in [−τp, τp], but we
need an extra layer of integral so the expression is much more cumbersome.
Introduce g = g(z̃, ˜̃µ), h = h(z̃, x̃, ˜̃µ, ˜̃ν), and w = w(˜̃z, ˜̃µ, ˜̃ν) by

g = Πk
i=1

[
(1− εp) + εpe

τpz̃i− 1
2
τ2p−

√
nτp(mi, ˜̃µ)

]
,

hg = Πk
i=1

[
(1− εp) + εpe

τpz̃i+(τp/
√
n)x̃i− 1

2
τ2p− 1

2n
τ2p−

√
nτp(mi, ˜̃µ)−(τp/

√
n)(mi,˜̃ν)

]
,

and
w = e

√
n ˜̃µ′ ˜̃z+˜̃v′ ˜̃x−n

2
˜̃µ′D ˜̃µ− 1

2
˜̃ν′D ˜̃ν .

Here, we have suppressed the expressions of g, h, and w as long as there is
no confusion. Since that ν̃ and ˜̃µ are independent and that the entries of√
nν̃ are iid samples from (1− εp)ν0 + εpντp , integrating over ν̃ gives

I =

∫
e
√
nν̃′z̃+

√
n ˜̃µ′ ˜̃z+˜̃ν′ ˜̃x−n

2
‖ν̃‖2−nν̃′B ˜̃µ−n

2
˜̃µ′D ˜̃µ− 1

2
˜̃ν′D ˜̃νdF (ν̃)dF (˜̃µ)

=

∫ (
Πk

i=1

[
(1− εp) + εpe

τpz̃i− 1
2
τ2p−

√
nτp(mi, ˜̃µ)

])
e
√
n ˜̃µ′ ˜̃z+˜̃v′ ˜̃x−n

2
˜̃µ′D ˜̃µ− 1

2
˜̃ν′D ˜̃νdF (˜̃µ).

By definitions, this implies that I =
∫
gwdF (˜̃µ). Similarly, II =

∫
hgwdF (˜̃µ).

Recall that H(f0, f1) is the Hellinger distance between f0 and f1. Let E0

be the expectation under the law that X1, . . . , Xn, X are iid from N(0,Ω−1).
By Hölder inequality, H(f0, f1) ≤ E0[(

∫
(h − 1)gwdF (˜̃µ))2/(

∫
gwdF (˜̃µ))] ≤

E0[
∫
(h− 1)2gwdF (˜̃µ)]. Since E0[

∫
hgwdF (˜̃µ)] = 1 and E0[

∫
gwdF (˜̃µ)] = 1,

it is seen

(A.6) H(f0, f1) ≤ E0[

∫
h2gwdF (˜̃µ)]− 1.
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Note that h2g does not depend on ˜̃x and ˜̃z. Also, note that (˜̃x|x̃) and (˜̃z|z̃) are
the realizations of two (conditional) random vectors that are independent of
each other and that distributed as N(B′x̃,D−B′B) and N(B′z̃, D−B′B),
respectively. It follows that E

[
w
∣∣(x̃, z̃)] = exp(

√
n ˜̃µ′B′z̃−n

2
˜̃µ′B′B ˜̃µ+˜̃ν ′B′x̃−

1
2
˜̃ν ′B′B ˜̃ν), where w should also be interpreted as a random vector, not a

realization of the random vector; we misuse the notation a little bit so that
we don’t have to introduce a new notation. Denote the right hand side
by v = v(x̃, z̃, ˜̃µ, ˜̃ν). It follows that E0[

∫
h2gwdF (˜̃µ)] = E0[

∫
h2gvdF (˜̃µ)].

Combining this with (A.6) gives

(A.7) H(f0, f1) ≤ C
(
E0[

∫
h2gvdF (˜̃µ)]− 1

)
≡ C(IV − 1).

We now evaluate IV . Denote for short ai = (1− εp) and bi = εpexp(τpz̃i−
τ2p
2 −

√
nτp(mi, ˜̃µ)), 1 ≤ i ≤ k. By direct calculations, IV equals to

(A.8)

E0

[∫
Πk

i=1

(
e
√
n(mi, ˜̃µ)z̃i−n

2
(mi, ˜̃µ)

2

[
ai + bie

τp√
n
x̃i−

τ2p
2n

− τp√
n
(mi,˜̃ν)

]2
ai + bi

e(
˜̃ν,mi)x̃i− 1

2
(˜̃ν,mi)

2

)
dF (˜̃µ)

]
.

Recall that x̃ and z̃ denote the realizations of k × 1 sub-vectors of ΩX and
ΩZ, respectively, where two random vectors are independent of each other,
and each is normally distributed with the mean vector being 0 and the
covariance matrix being the identity matrix. It follows
(A.9)

E0

[
(ai+bie

τp√
n
x̃i− 1

2n
τ2p−

τp√
n
(mi,˜̃ν))2e(mi,˜̃ν)x̃i− 1

2
(mi,˜̃ν)

2]
= (ai+bi)

2+(e
τ2p
n −1)b2i .

Denote for short
√
n(mi, ˜̃µ) = diτp. By definitions and direct calculations,

(A.10) E0

[
e
√
n(mi, ˜̃µ)z̃i−n

2
(mi, ˜̃µ)

2
(ai + bi)

]
= 1,

and
(A.11)

E0

[
e
√
n(mi, ˜̃µ)z̃i−n

2
(mi, ˜̃µ)

2 b2i
ai + bi

]
= ε2pe

τ2p · E
[

e(2+di)τpzi−(2+di)
2τ2p/2

(1− εp) + εpe
τpz̃i−

τ2p
2
−biτ2p

]
.

Inserting (A.9)-(A.11) into (A.8) gives

IV =

∫
Πk

i=1

(
e
√
n(mi, ˜̃µ)z̃i−n

2
(mi, ˜̃µ)

2[
ai + bi + (eτ

2
p/n − 1)

b2i
ai + bi

])
dF (˜̃µ)

=

∫
Πk

i=1

[
1 + (e

τ2p
n − 1)ε2pe

τ2pE
[ e(2+di)τpzi−(2+di)

2τ2p/2

1− εp + εpe
τpz̃i−

τ2p
2
−biτ2p

]]
dF (˜̃µ).

(A.12)
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Write
τ2p
n ε

2
pe

τ2pE
[
e(2τp+di)zi−(2τp+di)

2/2/[(1− εp)+ εpeτpz̃i−
τ2p
2
−diτp ]

]
= Ai+Bi,

where

Ai =

(
τ2p
n
ε2pe

τ2p

)
E

[
e(2τp+bi)zi−(2τp+bi)

2/21{z≤tp+bi}

]
=

(
τ2p
n
ε2pe

τ2p

)
Φ(tp−2τp),

Bi =

(
τ2p
n
εp

)
E

[
e(τp+bi)zi−(τp+bi)

2/21{z>tp+bi}

]
=

(
τ2p
n
εp

)
Φ̄(tp − τp),

and tp = [(r + β)/(2r)]τp. First, by Mills’ ratio [4], Ai ≤ Lpp
−2β+2r−θ.

Second, for Bi, noting that tp/τp > 1 in the range of interest, so Bi ≤
Lpp

−(β+r)2/(4r)−θ. By our assumptions, there is a constant c0 = c0(β, r, θ) >

0 such that min{2β − 2r + θ, (β+r)2

4r + θ} ≥ 1 + c0. Combining these gives

(A.13)

(
τ2p
n
ε2pe

τ2p

)
E

[
e(2τp+di)zi−(2τp+di)

2/2

1− εp + εpe
τpz̃i−

τ2p
2
−diτp

]
≤ Lpp

−(1+c0).

Inserting (A.13) into (A.12), IV ≤ 1 + p−c0 . Inserting this into (A.7) gives
the claim. �

A.3. Proof of Lemmas 2.1-2.2. Before we prove these two lemmas,
we need some preparations. Recall that Dj = {k : 1 ≤ k ≤ p,Ω(j, k) 6= 0}
for 1 ≤ j ≤ p. Introduce events A0j = {µ(k) = 0, ∀k ∈ Dj}, A1j =
{µ(k) 6= 0 for exactly one k ∈ Dj}, andA2j = {µ(k) 6= 0 for some k ∈ Dj , k 6=
j}. Let µ̃ = Ωµ. It is seen that

• Over the event A0j , µ̃(j) = 0.
• Over the event A1j ∩ {µ(j) 6= 0}, √npµ̃(j) =

√
npµ(j) = τp.

• Over the event A1j ∩ {µ(j) = 0}, √np|µ̃(j)| ≤ aτp.

Let h0(t) = h0(t, εp, τp,Ω) = p−1
∑p

j=1 P (|Z̃(j)| ≥ t;A0j), h
+
1 (t) = h+1 (t, εp, τp,Ω) =

p−1
∑p

j=1 P (Z̃(j) ≥ t;A1j∩{µ(j) 6= 0}), h−1 (t) = h−1 (t, εp, τp,Ω) = p−1
∑p

j=1 P (Z̃(j) ≤
−t;A1j ∩ {µ(j) 6= 0}), and g2(t) =

√
np

pτp

∑p
j=1E[µ̃(j)sgn(Z̃(j)) · 1{|Z̃(j)| ≥

t}|A2j ]P (A2j). Further, recall that g1(t) = 1
p

∑p
j=1 P (|Z̃(j)| ≥ t, A2j). By

definitions, it follows that
(A.14)
F̃ (t) = h0(t)+h

+
1 (t)+h

−
1 (t)+g1(t), mp(t) = n−1/2

p pτp
(
h+1 (t)−h

−
1 (t)+g2(t)

)
.

Lemma A.2 below summarizes some basic properties of these quantities, the
proof of which is elementary so we omit it.
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Lemma A.2. For any t > 0, we have (a) (1−Kpεp)Ψ̄(t) ≤ h0(t) ≤ Ψ̄(t),
(b) (1−Kpεp)εpΦ̄(t− τp) ≤ h+1 (t) ≤ εpΦ̄(t− τp), (1−Kpεp)εpΦ̄(t+ τp) <
h−1 (t) ≤ εpΦ̄(t + τp), (c) 0 < g1(t) ≤ KpεpΨ̄aτp(t) + (Kpεp)

2Ψ̄(1+a)τp(t) +
C(Kpεp)

3, (d) 0 ≤ g2(t) ≤ Kpg1(t), and (e) (1 −Kpεp)(Ψ̄(t) + εpΨ̄τp(t)) ≤
F̃ (t).

Next, the following lemma is proved in APPENDIX B.

Lemma A.3. Fix a ∈ (0, 1) and τ ≥ 0. Let (X,Y ) be a bivariate normal
distribution with mean vector (0, τ)′, variance one and correlation ρ. Then
there is a constant C = C(a) > 0 such that for all ρ ∈ [−a, a], P (|X| ≥
t
∣∣|Y | ≥ t) ≤ C(1 + t)exp

(
− (1−a)t2

2(1+a)

)
.

By Lemma A.3, we have the following lemma which is proved in Section
A.4.

Lemma A.4. For any t > 0, we can write vp(t) = p
(
F̃ (t) + rem(t)

)
,

where the reminder term rem(t)/F̃ (t) can be bounded from above by

{
Lpp

−min{r,β−r
2

,(1−a)(β−ar)} + Lp(1 + t) exp
(
− (1−a)t2

2(1+a)

)
, r < β and t ≤ τp + s̃p,

Kp, r ≥ β or t > τp + s̃p,

(A.15)

where s̃p =
√

max{2(β − r), (β + r)} log p. Moreover, when r < β and t ≤
τp+ s̃p, we have vp(t)/(pF̃ (t)) ≥ 1− o(1). In addition, if the smallest eigen-

value of Ω is bounded from below by b > 0, then vp(t)/[pF̃ (t)] ≥ b.

Recall that in (2.17) and (2.8), we define W0(t) and its proxy W̃0(t),
respectively. Define a(t) =

√
p(W0(t))

−1[h+1 (t) + h−1 (t) + g1(t)](vp(t))
−1/2

and S1(t) = (vp(t))
−1/2[

√
p(g2(t)− g1(t)− 2h−1 (t))]. Then S̃ep(t, εp, τp,Ω) =

2τp
√
p/np[a(t)W0(t) + S1(t)]. The following two lemmas are proved in Sec-

tions A.5 and A.6, respectively.

Lemma A.5. Fix (β, r) ∈ (0, 1)2 and Ω ∈ M∗
p(a,Kp). Then

(A.16)

sup
{0<t≤τp+s̃p}

|S1(t)| ≤ Lp

(
p−3β/2 + p−(β+r)

)
+ Lpp

−c0(β,r,a) sup
{0<t<∞}

W̃0(t),

where c0(β, r, a) is defined in (2.12) and s̃p is defined in Lemma A.4. If in

addition Ω ∈ M̃∗
p(a, b,Kp), then the above inequality holds with the left hand

side replaced with sup{t>0} |S1(t)|.
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Also, if r < β and t ≤ τp+s̃p, then |a(t)−1| ≤ Lpp
−min{r,β−r

2
,(1−a)(β−ar)}+

Lp(1+t) exp
(
− (1−a)t2

2(1+a)

)
; and if in addition Ω ∈ M̃∗

p(a, b,Kp), then K
−1/2
p .

a(t) . b−1/2.

Lemma A.6. Fix (r, β) ∈ (0, 1)2. Then

sup
{t>0}

|W0(t)− W̃0(t)| ≤ Lpp
−3β/2 + 2 sup

{t>0}

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

(A.17)

= Lpp
−3β/2 + Lpp

−c0(β,r,a) sup
{t>0}

W̃0(t),

where c0(β, r, a) is defined in (2.12).

We will also need the following lemma, which is proved in APPENDIX
B.

Lemma A.7. Let tp(q) =
√
2q log p with q ∈ (0, 1). If r < β, then as

p→ ∞,

sup
0<q<1

{
(1+tp(q)) exp

(
−(1− a)tp(q)

2

2(1 + a)

)
W̃0

(
tp(q)

)}
∼ Lpp

−c̃0(β,r,a) sup
0<q<1

W̃0(tp(q)).

We now prove Lemma 2.1 and Lemma 2.2 separately.
Consider Lemma 2.1 first. Write for short S̃ep(t) = S̃ep(t, εp, τp,Ω). We

consider the two cases 1) t > τp + s̃p and 2) t ≤ τp + s̃p separately, where s̃p
is as in Lemma A.4.

First consider case 1). We will show that (1a) S̃ep(t) ≤ Lpp
1−θ
2

−max{β− 1
2
r, 3β+r

4
}

and (1b) W̃0(t) ≤ Lpp
−max{β− 1

2
r, 3β+r

4
}. Then combining (1a) and (1b) com-

pletes the proof of the lemma in case 1). We now proceed to prove (1a) and

(1b). The result (1b) follows immediately from the definition of W̃0(t) and

the inequalities W̃0(t) ≤
√
εpΨ̄τp(t) ≤ Lpp

−max{4β−2r,3β+r}/4. It remains to

prove (1a). Let η be a p × 1 vector such that η(j) = 1{(Ωµ̂Z̃t )(j) 6= 0},
1 ≤ j ≤ p. Also, for any p × 1 vectors x and y, let x ◦ y be the p × 1 vec-
tor such that (x ◦ y)(j) = x(j)y(j), 1 ≤ j ≤ p. By definition, it is seen that

mp(t) = E[M̃p(t)] = E[(µ̂Z̃t )
′Ωµ] = E[(µ̂Z̃t )

′Ω(µ◦η)]. Using Cauchy-Schwartz

inequality, mp(t) ≤
(
E[(µ̂Z̃t )

′Ωµ̂Z̃t ]
)1/2(

E[(µ ◦ η)′Ω(µ ◦ η)]
)1/2

. Recalling that

vp(t) = E[Ṽp(t)] = E[(µ̂Z̃t )
′Ωµ̂Z̃t ], it follows that

(A.18) |S̃ep(t)| = 2mp(t)(vp(t))
−1/2 ≤ 2

(
E[(µ ◦ η)′Ω(µ ◦ η)]

)1/2
.
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Since the largest eigenvalue of Ω is no greater than Kp, the last term above

≤ 2K
1/2
p (E‖µ◦η‖2)1/2 and so |S̃ep(t)| ≤ 2K

1/2
p (E‖µ◦η‖2)1/2. It remains to

study E‖µ ◦ η‖2. By definition,

E‖µ ◦ η‖2 =
p∑

i=1

τ2p
np
P (µ(i) 6= 0, (Ωµ̂Z̃t )(i) 6= 0) ≤

τ2p
np

p∑
i=1

∑
j∈Di

P (µ(i) 6= 0, µ̂Z̃t (j) 6= 0)

=
τ2p
np

p∑
i=1

∑
j∈Di

P (µ(i) 6= 0, |Z̃(j)| ≥ t) ≤ Lpp
1−θ(εpΨ̄τp(t) + εpΨ̄aτp(t) + CKpε

2
p).

Since we consider the range t > τp + s̃p, the above expectation can be
bounded as E‖µ◦η‖2 ≤ Lpp

1−θ−max{4β−2r,3β+r}/2. Inserting this into (A.18)
we complete the proof of (1a).

Now we consider the case 2). Recall that S̃ep(t) = 2τp
√
p/np[a(t)W0(t)+

S1(t)]. Noting that np = pθ, the key is to show

sup
{0<t≤τp+s̃p}

∣∣∣(2τp)−1p(θ−1)/2S̃ep(t)−W0(t)
∣∣∣ ≤ Lpp

−3β/2 + Lpp
−β−r

(A.19)

+ Lp

(
p−min{r,β−r

2
,(1−a)(β−ar)} + p−c0(β,r,a) + p−c̃1(β,r,a)

)
sup
{t>0}

W̃0(t)
)
.

In fact, once this is proved, the claim follows by using Lemma A.6.
We now show (A.19). By Lemma A.5,

sup{0<t≤τp+s̃p} |p
(θ−1)/2(2τp)

−1S̃ep(t)−W0(t)|(A.20)

≤ sup{0<t≤τp+s̃p} |a(t)− 1|W0(t) + sup{0<t≤τp+s̃p} |S1(t)|.

The second term on the right was studied in Lemma A.5 inequality (A.16).
We now study the first term on the right. By lemma A.5,

(A.21) sup{0<t≤τp+s̃p} |a(t)− 1|W0(t) ≤ sup{t≥0} I1(t) + sup{t≥0} I2(t),

where I1(t) = Lp

(
p−min{r,β−r

2
,(1−a)(β−ar)} + C(1 + t) exp(− 1−a

2(1+a) t
2)
)
W̃0(t),

and I2(t) = Lp|W0(t)− W̃0(t)|.
Consider I2(t) first. By Lemma A.6,

(A.22) sup{t≥0} I2(t) ≤ Lp

(
p−3β/2 + p−c0(β,r,a) sup{0<t<∞} W̃0(t)

)
.

Consider I1(t) next. Write I1(t) = I1a(t) + I1b(t), where I1a(t) = Lp·
p−min{r,β−r

2
,(1−a)(β−ar)}W̃0(t) and I1b(t) = Lp(1 + t) exp(− 1−a

2(1+a) t
2)W̃0(t).
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We first study I1b(t). By Lemma A.7,

sup
{0<t<∞}

{(1 + t)exp(− (1− a)

2(1 + a)
t2)W̃0(t)} = Lpp

−c̃0(β,r,a) sup
{0<t<∞}

W̃0(t),

where c̃0(β, r, a) is defined in (2.12). Combining these results and comparing
terms yields

(A.23) sup
t>0

I1(t) ≤ Lp

(
p−min{r,β−r

2
,(1−a)(β−ar)}+p−c̃0(β,r,a)

)
sup

{0<t<∞}
W̃0(t).

Combing (A.23) and (A.22) with (A.21) yields

sup
{0<t≤τp+s̃p}

|a(t)− 1|W0(t) ≤ Lpp
−3β/2

+
(
p−min{r,β−r

2
,(1−a)(β−ar)} + p−c0(β,r,a) + p−c̃0(β,r,a)

)
sup

{0<t<∞}
W̃0(t).

Inserting this and (A.16) into (A.20) shows the claim for the case where
t ≤ τp + s̃p. This completes the proof of Lemma 2.1.

We now show Lemma 2.2. First, we consider (a)-(b). By Lemma A.5,

(2τp)
−1
√
np/pS̃ep(t) ≤ b−1/2W0(t)+S1(t), where W0(t) is defined in (2.17),

and S1(t) is as in Lemma A.5. The key is to prove that there is a constant
d0 > 0 such that for any fixed t satisfying either 0 ≤ t ≤

√
2β log p −

d0 log log p/
√
log p or t > τp + 2

√
log(Kp log p),

(A.24) W0(t) .
2
√

bεp
3Kp

, S1(t) .
√

bεp
3Kp(log p) .

In fact, once these are proved, then

(A.25) S̃ep(t) ≤ 2τpp
(1−θ)/2[b−1/2W0(t) + S1(t)] .

5

3
τpK

−1
p p(1−θ−β)/2,

and parts (a)-(b) of the lemma follow.
We now show (A.24). Recall that by the proof of Lemmas A.5-A.6,

|S1(t)| ≤ Lp(p
−3β/2 + p−β−r) +

CKpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

,(A.26)

0 < W0(t)− W̃0(t) ≤ Lpp
−3β/2 +

CKpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

;(A.27)

note that the last terms in the above two inequalities are the same. We
now consider the case t ≤

√
2β log p − d0 log log p/

√
log p and the case t >

τp + 2
√
log(Kp log p) separately.
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In the first case, by Mills’s ratio [4], with the constant d0 > 0 being
appropriately chosen, Ψ̄(t)+KpεpΨ̄aτp(t) ≥ 9C2b−1K4

p(log p)
2εp and Ψ̄(t)+

εpΨ̄τp(t) ≥ 9b−1K2
pεp. As a result,

CKpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

≤
√
bεp

3Kp log p
, W̃0(t) =

εpΨ̄τp(t)√
Ψ̄(t) + εpΨ̄τp(t)

≤
√
bεp

3Kp
.

Inserting these into (A.26) and (A.27), the claim follows by noting that
εp = p−β.

Consider the second case. In this case, εpΨ̄aτp(t) = o(εpp
−(1−a)2r). Thus,

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

≤
√
KpεpΨ̄aτp(t) = o(K−1

p (log p)−1√εp),

and

W̃0(t) =
εpΨ̄τp(t)√

Ψ̄(t) + εpΨ̄τp(t)
≤
√
εpΨ̄τp(t) .

√
bεp/(3Kp).

Inserting these into (A.26) and (A.27) proves (A.24), the claim follows by
similar reasons.

Next, consider (c). Write for short sp =
√
2β log p − d0 log log p/

√
log p.

Since the eigenvalue of Ω is bounded from above byKp, by definition we have

vp(t) ≤ KppF̃ (t). Thus, S̃ep(t) = 2mp(t)/
√
vp(t) ≥ 2K

−1/2
p mp(t)/

√
pF̃ (t).

By definitions in (A.14) and Lemma A.2 we can further obtain that

S̃ep(t) ≥ 2τpp
1−θ
2 (h+1 (t)− h−1 (t))√

KpF̃ (t)
≥ 2τpp

1−θ
2 [(1−Kpεp)εpΦ̄(t− τp)− εpΦ̄(t+ τp)]√

Kp

(
Ψ̄(t) + εpΨ̄τp(t) +KpεpΨ̄aτp(t) + C(Kpεp)2

) .
When sp ≤ t ≤ τp, the numerator above ∼ 2τpp

1−θ
2

−β, and the denomina-

tor above ≤ Kpp
−β

2 . Thus, S̃ep(t) ≥ 2τpK
−1
p p(1−θ−β)/2. On the other hand,

recall that supt>0 W̃0(t) = Lpp
−β/2 when r ≥ β, which together with Lem-

mas A.5-A.6 ensures supt>0W0(t) ≤ Lpp
−β/2 and supt>0 S1(t) ≤ Lpp

−β/2.

Since (2τp)
−1
√
np/pS̃ep(t) ≤ b−1/2W0(t) + S1(t), combining these entails

S̃ep(t) ≤ Lpp
(1−θ−β)/2. This shows part (c) and completes the proof of

Lemma 2.2. �

A.4. Proof of Lemma A.4. The last claim follows trivially from the
assumption on the minimum eigenvalue of Ω. And in the case of r ≥ β, by
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definition of vp(t) and noting that the maximum eigenvalue of Ω is bounded

by Kp, we obtain that vp(t) ≤ KppF̃ (t). So we only need to prove the first
claim in the case of r < β and the second claim.

Consider the first claim. Let Di = {j : Ω(i, j) 6= 0} and D̃i = Di \
{i}. Write h(t) = h̃0(t) + h̃1(t), where h(t) = p−1

∑p
i=1

∑
j∈D̃i

P (|Z̃(i)| ≥
t, |Z̃(j)| ≥ t), h̃0(t) = p−1

∑
i,j∈D̃i

P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, µ̃(i) = 0 or µ̃(j) =

0), h̃1(t) = p−1
∑

i,j∈D̃i
P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, µ̃(i) 6= 0 and µ̃(j) 6= 0). By

definitions, it is seen that

(A.28) vp(t) = p(F̃ (t) + rem(t)), where |rem(t)| ≤ h(t) = h̃0(t) + h̃1(t).

To show the claim, it is sufficient to show that the ratio [h̃0(t)+ h̃1(t)]/F̃ (t)
does not exceed the right hand side of (A.15).

First, consider h̃0(t). If at least one of Z̃(i) and Z̃(j) has mean 0, by
Lemma A.3 and definitions, P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, µ̃(i) = 0 or µ̃(j) = 0) ≤
CKp(1 + t) exp(− (1−a)t2

2(1+a) )
(
P (|Z̃(i)| ≥ t) + P (|Z̃(j)| ≥ t)

)
. Since D̃i has at

most Kp components, it follows from the definition of F̃ (t) that

h̃0(t) ≤ CKp(1 + t) exp(−(1− a)t2

2(1 + a)
)p−1

∑
i,j∈D̃i

(
P (|Z̃(i)| ≥ t) + P (|Z̃(j)| ≥ t)

)(A.29)

≤ CK2
p(1 + t) exp

(
− (1− a)t2

2(1 + a)

)
F̃ (t).

Next, consider h̃1(t). Define events A1,ij = {µ(k) 6= 0 for some k ∈ Di \
Dj}, A2,ij = {µ(k) 6= 0 for exactly one k, which is in Di ∩Dj}, and A3,ij =
{µ(k) 6= 0 for two or more k, all of which are in Di ∩Dj}. It is seen that

h̃1(t) = p−1
∑

i,j∈D̃i

P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, µ̃(i) 6= 0 and µ̃(j) 6= 0)

= h̃1,1(t) + h̃1,2(t) + h̃1,3(t),

where h̃1,1(t) = p−1
∑

i,j∈D̃i
P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, A1,ij ∩ A1,ji), h̃1,2(t) =

p−1
∑

i,j∈D̃i
P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, A2,ij) , and h̃1,3(t) = p−1

∑
i,j∈D̃i

P (|Z̃(i)| ≥
t, |Z̃(j)| ≥ t, A3,ij).

We first consider h̃1,1(t). Note that

P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, A1,ij ∩A1,ji)

≤ P (|Z̃(i)| ≥ t, A1,ij)Kpεp ≤ KpεpP (|Z̃(i)| ≥ t).



12 Y. FAN, J. JIN AND Z. YAO

Thus, h̃1,1(t) ≤ εpK
2
pp

−1
∑p

i=1 P (|Z̃(i)| ≥ t) = LpεpF̃ (t).

Now we consider h̃1,2(t). For any (i, j) ∈ A2,ij , we use (Z̃∗(i), Z̃∗(j)) to
denote the demeaned pair of (Z̃(i), Z̃(j)). By definition there exists a k
such that

√
npµ(k) = τp, µ̃(i) = Ω(i, k)µ(k) and µ̃(j) = Ω(j, k)µ(k). Thus,

|√npµ̃(i)| ≤ aτp or |√npµ̃(j)| ≤ aτp and

P (|Z̃(i)| ≥ t, |Z̃(j)| ≥ t, A2,ij) ≤ KpεpP (|Z̃∗(i)| ≥ t− aτp) = KpεpΨ̄aτp(t).

Then h̃1,2(t) ≤ K2
pεpΨ̄aτp(t). Direct calculations yield

h̃1,2(t)

Ψ̄(t) + εpΨ̄τp(t)
≤

K2
pεpΨ̄aτp(t)

Ψ̄(t) + εpΨ̄τp(t)
≤ Lpp

−(1−a)(β−ar), for all t ≤ τp + s̃p.

(A.30)

By Lemma A.2, F̃ (t) & Ψ̄(t)+εpΨ̄τp(t). It follows that h̃1,2(t) ≤ Lpp
−(1−a)(β−ar)F̃ (t).

Now, consider h̃1,3(t). Observe that h̃1,3(t) ≤ p−1
∑

i,j∈D̃i
P (A3,ij) ≤

Kp(Kpεp)
2. By Lemma A.2,

h̃1,3(t)

F̃ (t)
≤ 1

1−Kpεp

Kp(Kpεp)
2)

Ψ̄(t) + εpΨ̄τp(t)
≤

CK3
pε

2
p

Ψ̄(t) + εpΨ̄τp(t)
.

When r < β and t ≤ τp+s̃p, we have Ψ̄(t)+εpΨ̄τp(t) ≥ Lpp
−max{4β−2r,3β+r}/2,

and thus CK3
pε

2
p/[Ψ̄(t)+ εpΨ̄τp(t)] ≤ Lp(p

−(β−r)/2+ p−r). When t > τp+ s̃p,
by the definition of vp(t) and recalling that the largest eigenvalue of Ω is

bounded by Kp, we have vp(t) ≤ KppF̃ (t). Combining these together and

noting that F̃ (t) & Ψ̄(t)+εpΨ̄τp(t), we obtain h̃1,3(t)/F̃ (t) ≤ Kp if t > τp+s̃p,

and h̃1,3(t)/F̃ (t) ≤ Lp(p
−(β−r)/2 + p−r) if t ≤ τp + s̃p.

Combining the bounds on h̃1,1(t), h̃1,2(t) and h̃1,3(t) entails that when

r < β, h̃1(t)/F̃ (t) ≤ p−(β−r)/2 + p−r + p−(1−a)(β−ar) if t ≤ τp + s̃p and

h̃1(t)/F̃ (t) ≤ Kp if t > τp + s̃p. These together with (A.28) and (A.29)
completes the proof of the first claim when r < β.

Next, we consider the second claim. The goal is to show that vp(t)/(pF̃ (t)) &
1, assuming r < β and t ≤ τp + s̃p. We consider the cases (a) d3 log log p ≤
t ≤ τp + s̃p and (b) t < d3 log log p separately, where d3 > 0 is a large
constant.

In Case (a), using (A.15), it is seen that |rem(t)|/F̃ (t)| = o(1), uniformly
for all d3 log log p ≤ t ≤ τp+ s̃p. Using (A.28), |vp(t)/(pF̃ (t))−1| = o(1) and
the claim follows.

In Case (b), recall that vp(t) = E[(µ̂Z̃t )
′ΩµZ̃t ], where µ̂

Z̃
t (j) = sgn(Z̃(j))1{|Z̃(j)| ≥

t} and Z̃ = ΩZ. Write Z̃ =
√
npµ̃ +W , where µ̃ = Ωµ and W ∼ N(0,Ω).
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Let µ̂t be the counterpart of µ̂Z̃t defined by µ̂t(j) = sgn(W (j))1{|W (j)| ≥
t}. We claim (b1) E[(µ̂Z̃t )

′ΩµZ̃t ] = E[(µ̂t)
′Ωµ̂t] + O(Lpp

1−β/2) and (b2)

E[(µ̂t)
′Ωµ̂t] ≥ pF̃ (t). The claim follows by combining (b1) and (b2) and

noting that pF̃ (t) ≥ Lpp(1−Kpεp) when t ≤ d3 log log p.

Consider (b1). Let S = {1 ≤ i ≤ p : µ̂Z̃t (i) 6= µ̂t(i)}. Note that for
all p × 1 vectors ξ and η, by Schwartz inequality and that the spectral
norm of Ω ≤ Kp, |(ξ + η)′Ω(ξ + η)− η′Ωη| ≤ ξ′Ωξ + 2[(ξ′Ωξ) · (η′Ωη)]1/2 ≤
Lp[‖ξ‖2 + ‖ξ‖‖η‖]. Applying this with η = µ̂t, ξ = µ̂Z̃t − µ̂t, and noting

that each coordinate of µ̂Z̃t − µ̂t has magnitude no greater than 2, we claim

that |E[(µ̂Z̃t )
′ΩµZ̃t ] − E[(µ̂t)

′Ωµ̂t]| ≤ LpE[|S| +
√
p|S|] ≤ LpE[

√
p|S|]. Note

that for any i ∈ S, we must have µ̃(i) 6= 0. Therefore, by definitions, |S| ≤∑p
i=1 1{(Ωµ)(i) 6= 0} ≤

∑p
i=1

∑
j:Ω(i,j)6=0 1{µ(j) 6= 0} ≤ Kp

∑p
i=1 1{µ(i) 6=

0}, where we have used the assumption that Ω is Kp-sparse. Note that∑p
i=1 1{µ(i) 6= 0} ∼ Binomial(p, εp), where εp = p−β, so E[

√
p|S|] ∼ p1−β/2.

Combining these gives (b1).
Consider (b2). Denoting B = E[µ̂tµ̂

′
t], we have E[(µ̂t)

′Ωµ̂t] = E[Ωµ̂tµ̂
′
t] =

tr(ΩB). We claim that for any i 6= j such that Ω(i, j) 6= 0, B(i, j) has the
same sign as that of Ω(i, j). To see the point, writeB(i, j) = E[sgn(Z̃(i))sgn(Z̃(j))·
1{|Z̃(i| > t, |Z̃(j)| > t}. By symmetry and basic statistics,B(i, j) = 2[P (Z̃(j) >
t, Z̃(j) > t|Ω(i, j)) − P (Z̃(i) > t, Z̃(j) > t| − Ω(i, j))], where for any ρ ∈
(−1, 1), P (Z̃(i) > t, Z̃(j) > t|ρ) is evaluated at the law that corr(Z̃(i), Z̃(j)) =
ρ. The claim follows by noting that for any ρ > 0, P (Z̃(j) > t, Z̃(j) >
t|ρ) > P (Z̃(i) > t)P (Z̃(j) > t) > P (Z̃(i) > t, Z̃(j) > t| − ρ). As a result,
tr(ΩB) ≥ tr(B) ≡ pF̃ (t), where we have used the fact that the diagonals of
Ω are ones. This proves (b2). �

A.5. Proof of Lemma A.5. Consider the first claim. By Lemma A.2
(part (d)), |g2(t)| ≤ Kpg1(t). So by definitions,

(A.31) |S1(t)| ≤ (Kp + 1)

√
pg1(t)√
vp(t)

+
2
√
ph−1 (t)√
vp(t)

≡ (Kp + 1)B0(t) +B1(t).

Consider B0(t) first. Rewrite B0(t) = [g1(t)/

√
F̃ (t)]

√
pF̃ (t)/vp(t). Note

that when r < β and t ≤ τp + s̃p, pF̃ (t)/vp(t) . 1, and when r ≥ β and

Ω ∈ M̃∗(a, b,Kp), by the last claim of Lemma A.4, pF̃ (t)/vp(t) ≤ b−1. This

says that pF̃ (t)/vp(t) ≤ C and so B0(t) ≤ Cg1(t)/

√
F̃ (t), where C > 0

is a generic constant. At the same time, by definitions and Lemma A.2,
F̃ (t) = h0(t) + h+1 (t) + h−1 (t) + g1(t) ≥ (1 −Kpεp)[Ψ̄(t) + εpΨ̄τp(t)] + g1(t),
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so we have

B0(t) ≤ Cg1(t)/
√
Ψ̄(t) + εpΨ̄τp(t) + g1(t).

Finally, using Lemma A.2 and noting that x/
√
A+ x is an increasing func-

tion in x ∈ (0,∞) for any number A > 0, we obtain

B0(t) ≤
C
(
KpεpΨ̄aτp(t) + (Kpεp)

2Ψ̄(1+a)τp(t) + (Kpεp)
3
)√

Ψ̄(t) + εpΨ̄τp(t) +KpεpΨ̄aτp(t) + (Kpεp)2Ψ̄(1+a)τp(t) + (Kpεp)3
.

where the right hand side ≤ I + II + C(Kpεp)
3/2, with

I =
CKpεpΨ̄aτp(t)√

Ψ̄(t) +KpεpΨ̄aτp(t)
, II =

C(Kpεp)
2Ψ̄(1+a)τp(t)√

εpΨ̄τp(t) +KpεpΨ̄aτp(t) + (Kpεp)2Ψ̄(1+a)τp(t)
.

The above two terms have been considered in Lemma A.6 (see the last two
terms of (A.34)). Using the results over there we can show that

(A.32) sup
{0<t≤s̃p}

B0(t) ≤ Lpp
−3β/2 + Lpp

−c0(β,r,a) sup
{0<t<∞}

W̃0(t).

Next we considerB1(t). WriteB1(t) = 2·[(pF̃ (t)/vp(t))1/2]·[h−1 (t)(F̃ (t))−1/2].

We have just proved pF̃ (t)/vp(t) ≤ C when r ≥ β or 0 < t ≤ τp + s̃p
with C > 0 some generic constant. At the same time, using (A.14) and
parts (a)-(b) of Lemma A.2, first, h−1 (t) ≤ εpΦ̄(t + τp), and second, F̃ (t) ≥
h0(t) + h+1 (t) + h−1 (t) ≥ (1−Kpεp)[Ψ̄(t) + εpΨ̄τp(t)]. Combining these gives

h−1 (t)(F̃ (t))
−1/2 ≤ CεpΦ̄(t + τp)/

√
Ψ̄(t) + εpΨ̄τp(t). It follows that B1(t) ≤

CεpΦ̄(t+τp)/
√
Ψ̄(t) + εpΨ̄τp(t). This together with direct calculations yields

(A.33) sup
0<t≤s̃p

B1(t) ≤ Cεp sup
0<t<∞

Φ̄(t+ τp)√
Ψ̄(t) + εpΨ̄τp(t)

= Cp−(β+r).

Inserting (A.32) and (A.33) into (A.31) completes the proof.
Consider the last two claims. Write a(t) = A1 ·A2 ·A3, where

A1 =
h+1 (t) + h−1 (t) + g1(t)

εpΨ̄τp(t) + g1(t)
, A2 =

(Ψ̄(t) + εpΨ̄τp(t) + g1(t)

F̃ (t)

)1/2
,

andA3 =
(
pF̃ (t)/vp(t)

)1/2
. First, by Lemma A.2 (part (b)), εp(1−Kpεp)Ψ̄τp(t) ≤

h+1 (t) + h−1 (t) ≤ εpΨ̄τp(t) and thus 1 − Kpεp ≤ A1 ≤ 1. Second, simi-

larly, by Lemma A.2, 1 ≤ A2 ≤ (1 − Kpεp)
−1/2. Since by basis algebra,
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|AB − 1| ≤ |A − 1| + |B − 1| + |A − 1||B − 1| for any numbers A and B,
we have |a(t) − 1| ≤ CKpεp(1 + |A3 − 1|) + |A3 − 1|. Now, by Lemma A.4,

|A3−1| ≤ Lp

(
p−min{r,β−r

2
,(1−a)(β−ar)}+(1+ t) exp

(
− (1−a)t2

2(1+a)

))
when r < β

and 0 < t ≤ τp + s̃p, and K
−1/2
p ≤ A3(t) ≤ b−1/2 when Ω ∈ M̃∗

p(a, b,Kp),
and so the claim follows. �

A.6. Proof of Lemma A.6. Recall that W0(t) =
εpΨ̄τp (t)+g1(t)√

Ψ̄(t)+εpΨ̄τp (t)+g1(t)
,

where g1(t) is as in Lemma A.2. We will compare W0(t) with W̃0(t) defined
in (2.8). On one hand, since (A+ x)/

√
B + x is an increasing function of x

when 0 ≤ A < B, it is seen that W0(t) ≥ W̃0(t). On the other hand, writing
for short b(t) = KpεpΨ̄aτp(t) + (Kpεp)

2Ψ̄(1+a)τp(t), it follows from Lemma
A.2(c) that

W0(t) ≤
εpΨ̄τp(t) + b(t) + CK3

pε
3
p√

Ψ̄(t) + εpΨ̄τp(t) + b(t) + CK3
pε

3
p

(A.34)

≤ W̃0(t) + CK3/2
p p−3β/2 +

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

+
K2

pε
2
pΨ̄(1+a)τp(t)√

εpΨ̄τp(t) + b(t)
.

Combining these and recalling εp = p−β, we have

sup
0<t<∞

|W0(t)− W̃0(t)| ≤ Lpp
−3β/2 + I + II,

where

I = sup
0<t<∞

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

, II = sup
0<t<∞

K2
pε

2
pΨ̄(1+a)τp(t)√

εpΨ̄τp(t) + b(t)
.

To show the first inequality of claim, it is sufficient to show
(A.35)

II ≤ Lpp
−3β/2+Lpp

−β/2 sup
0<t<∞

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

≡ Lpp
−3β/2+Lpp

−β/2·I.

Towards this end, we write II ≤ IIa + IIb, where IIa and IIb are the

supremums of K2
pε

2
pΨ̄(1+a)τp(t)/

√
εpΨ̄τp(t) + b(t) over the intervals 0 < t <

τp and τp ≤ t < ∞, respectively. Consider IIa. When 0 ≤ t ≤ τp, Ψ̄τp(t) ≥
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1/2, and so IIa ≤ K2
pε

2
p sup{0<t<τp}

Ψ̄(1+a)τp (t)√
εpΨ̄τp (t)

≤ Lpε
3/2
p . Consider IIb. By

definitions and change-of-variable, and recalling εp = p−β,

IIb ≤ sup
{τp≤t<∞}

K2
pε

2
pΨ̄(1+a)τp(t)√

εpΨ̄τp(t) +K2
pε

2
pΨ̄(1+a)τp(t)

= sup
{0≤t<∞}

K2
pε

3/2
p Ψ̄aτp(t)√

Ψ̄(t) +K2
pεpΨ̄aτp(t)

≤ Lpε
1/2
p · I = Lpp

−β/2 · I.

Combining these proves (A.35). Consequently, the first inequality of the
claim follows.

To show the second inequality in the claim, we use similar calculations as
in [1] and get

sup
{0≤t<∞}

{
W̃0(t)

}
= Lpp

−δ(r,β), I = Lpp
−δ(a2r,β) ≡ Lpp

−c0(β,r,a) sup
0<t<∞

W̃0(t),

where we have used c0(β, r, a) = δ(β, a2r)− δ(β, r) as in (2.10). �

A.7. Proof of Lemmas 2.3-2.4. Write for shortW (t) = p−1/2HC(t, F̃ ).

Recalling W0(t) = [εpΨ̄τp(t) + g1(t)]/
√
Ψ̄(t) + εpΨ̄τp(t) + g1(t) as defined in

(2.17), where g1(t) is as in Lemma A.2, we let a1(t) =
(
W0(t)

)−1
[F̃ (t) −

h0(t)] · (F̃ (t)(1− F̃ (t))−1/2, and W1(t) = [Ψ̄(t)−h0(t)] · (F̃ (t)(1− F̃ (t))−1/2,
where h0(t) is as in Lemma A.2. By these notations, W (t) = a1(t)W0(t) −
W1(t). The following lemma is proved in Section A.8.

Lemma A.8. Fix a sufficiently large p. There is a universal constant
C > 0 such that for all Ω ∈ M∗

p(a,Kp),

0 < W1(t) ≤ CKpεpΨ̄(t)/
√
Ψ̄(t) + εpΨ̄τp(t), for all t ≥ Ψ̄−1(1/2)

(A.36)

1− CKpεp ≤ a1(t) ≤ (1 + CKpεp)(1− Ψ̄(t)−Kpεp)
−1/2, for all t ≥ 0.

(A.37)

Consider Lemma 2.3. Using Lemma A.8, |a1(t)− 1| ≤ C(Kpεp+Ψ̄(t)) for
all t ≥ 0. Recalling W (t) = a1(t)W0(t)−W1(t), we have

sup
{t≥Ψ̄−1( 1

2
)}
|W (t)−W0(t)| ≤ sup

{t≥0}
{|a1(t)− 1|W0(t)}+ sup

{t≥Ψ̄−1( 1
2
)}
W1(t)

(A.38)

≤ Lp(I + II + III),



17

where I = Kpεp sup{t≥0}{W0(t)}, II = sup{t≥0}{Ψ̄(t)W0(t)}, and III =
sup{t≥Ψ̄−1( 1

2
)}{W1(t)}.

First, consider I. By basic algebra and Lemma A.6,

I ≤ Lpεp[ sup
{t≥0}

W̃0(t)+ sup
t≥0

|W0(t)− W̃0(t)|] ≤ Lpp
−β[p−3β/2+ sup

{t≥0}
{W̃0(t)}].

Next, consider II. Write

(A.39) II ≤ sup
{t≥0}

[Ψ̄(t)W̃0(t)] + sup
{t≥0}

[Ψ̄(t)|W0(t)− W̃0(t)|] ≡ IIa+ IIb.

On one hand, elementary calculus shows that IIa ≤ p−β. On the other
hand, by similar argument as in the proof of Lemma A.6, IIb ≤ Lp(p

−β +

p−
a2r
3

−β+p−3β/2). Combining these, II ≤ Lp(p
−β+p−

a2r
3

−β+p−3β/2). Last,
consider III. By (A.36) and direct calculations,

III ≤ CKpεp sup{t≥0}{Ψ̄(t)/
√

Ψ̄(t) + εpΨ̄(t− τp)} ≤ Lpp
−β.

Inserting these into (A.38) gives the claim.
Next, we show Lemma 2.4. The first claim has already been proved in

Lemma A.6. So we only need to prove claims (a)–(c) in the case of r ≥ β.
First consider claims (a) and (b) in Lemma 2.4. Comparing Lemma A.6

and the desired claim, it is sufficient to verify that

W0(t) ≤ p−β/2/
√
2, if t ≤

√
2β log p−∆1 or t > τp,(A.40)

where ∆1 = d0(log log p)/
√
log p is as defined in the statement of Lemma

2.4. Once this is proved, recalling that W (t) = a1(t)W0(t) −W1(t) and we
have just proved supt≥Ψ̄−1(1/2){Ψ̄(t)W0(t)} ≤ Lpp

−β, then by Lemma A.8
we have

W (t) ≤ a(t)W0(t) . (1 + CΨ̄(t) + CKpεp)W0(t) . p−β/2/
√
2.

We now proceed to prove (A.40). By the proof of Lemma A.6 (inequality
(A.34)), we have

0 ≤W0(t)− W̃0(t) ≤ Lpp
−β +KpεpΨ̄aτp(t)/

√
Ψ̄(t) +KpεpΨ̄aτp(t),(A.41)

where we have noted that the last term in (A.34) is bounded byKpεp

√
Ψ̄(1+a)τp(t) ≤

Lpp
−β. First consider the case when t ≤

√
2β log p − ∆1. By Mills’s ratio,
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for appropriately chosen d0 in ∆1 = d0(log log p)/
√
log p, we have Ψ̄(t) +

KpεpΨ̄aτp(t) ≥ 8K2
pεp, and Ψ̄(t) + εpΨ̄aτp(t) ≥ 8εp. As a result,

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

≤
√
2εp/4, W̃0(t) ≤

εpΨ̄τp(t)√
Ψ̄(t) + εpΨ̄τp(t)

≤
√
2εp/4.

Inserting these into (A.41), we complete the proof of (A.40) when t ≤√
2β log p − ∆1. Now we consider the case of t > τp. Since εpΨ̄aτp(t) =

o(εpp
−(1−a)2r), it follows that

KpεpΨ̄aτp(t)√
Ψ̄(t) +KpεpΨ̄aτp(t)

≤
√
KpεpΨ̄aτp(t) = o(p−β/2)

and

W̃0(t) ≤
εpΨ̄τp(t)√

Ψ̄(t) + εpΨ̄τp(t)
≤
√
εpΨ̄τp(t) ≤

√
εp/2.

Inserting these into (A.41) proves (A.40) when t > τp.
Finally we prove part (c). Write for short sp =

√
2β log p−∆1. By (A.37)

and recalling that we have just proved supt>0W1(t) ≤ Lpp
−β, we obtain

that W (t) = a1(t)W0(t) −W1(t) ≥ (1 −Kpεp)W0(t) − supt>0W1(t) ≥ (1 −
CKpεp)W0(t)−Lpp

−β. Further recall that in Lemma A.6, we have shown that

W0(t) ≥ W̃0(t) for all t ≥ 0. Thus,W (t) ≥ (1−CKpεp)W̃0(t)−Lpp
−β. Taking

t∗p = β+r
2r τp, it is seen that for sufficiently large p, sp ≤ t∗p ≤ τp. Therefore,

sup{sp≤t≤τp}W (t) ≥ (1 − CKpεp) sup{sp≤t≤τp} W̃0(t) ≥ (1 − CKpεp)W̃0(t
∗
p),

and the first inequality of part c) follows from W̃0(t
∗
p) ∼ p−β/2 and εp = p−β

for large enough p. On the other hand, by Lemma A.6 and recall r ≥ β,
we have supt>0W0(t) ≤ Lp supt>0 W̃0(t) ∼ Lpp

−β/2. Further, by (A.37)
and the expression W (t) = a1(t)W0(t)−W1(t), we have supsp≤t≤τp W (t) ≤
supsp≤t≤τp{a1(t)W0(t)} ≤ C supsp≤t≤τp W0(t) ∼ Lpp

−β/2. Thus, the second
inequality in the claim follows. �

A.8. Proof of Lemma A.8. Let h0(t), h
±
1 (t) and g1(t) be as in Lemma

A.4. Consider the first claim. By Lemma A.2 parts (a) and (e), we have

(A.42) 0 ≤ Ψ̄(t)−h0(t) ≤ KpεpΨ̄(t), F̃ (t) ≥ (1−Kpεp)[Ψ̄(t)+εpΨ̄τp(t)].

At the same time, note that F̃ (t) ≤ Ψ̄(t) +Kpεp. Combining these ensures
that

(A.43) 1 ≤ (1− F̃ (t))−1/2 ≤ [1− Ψ̄(t)−Kpεp]
−1/2.
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Inserting (A.42) and (A.43) into the definition of W1(t) gives

0 ≤W1(t) ≤
KpεpΨ̄(t)√

(1− Ψ̄(t)−Kpεp)(1−Kpεp)[Ψ̄(t) + εpΨ̄τp(t)]
.

Thus the first claim follows by noting (1 − Ψ̄(t) −Kpεp) ≥ 1/2 −Kpεp for
all t ≥ Ψ̄−1(12).

Consider the second claim. Recall that F̃ (t) = h0(t)+h
+
1 (t)+h

−
1 (t)+g1(t).

By definitions,

(A.44) a1(t) = (1− F̃ (t))−1/2 · I · II,

where I = [h+1 (t) + h−1 (t) + g1(t)]/[εpΨ̄τp(t) + g1(t)], and

II =
√
Ψ̄(t) + εpΨ̄τp(t) + g1(t)/

√
h0(t) + h+1 (t) + h−1 (t) + g1(t).

By (a) and (b) in Lemma A.2, we have

(A.45) (1−Kpεp) ≤ I ≤ 1, 1 ≤ II ≤ (1−Kpεp)
−1/2.

Inserting (A.43) and (A.45) into (A.44), we obtain that there is a universal
constant C > 0 such that (A.37) holds. �

A.9. Proof of Theorems 2.1-2.2. The following lemma is proved in
Section A.10.

Lemma A.9. Fix (β, r) ∈ (0, 1)2 and a sufficiently large p. When t ranges

in (0,∞), W̃0(t) first strictly increases and reaches the maximum at t =
t∗∗p ∼ min{2, r+β

2r }τp (≡ t∗p), and then strictly decreases. Additionally, if r <
β, then there are positive constants c4 = c4(β, r) and c5 = c5(β, r) such that

for all |t− t∗∗p | ≤ c4τ
−1
p , W̃ ′′

0 (t) ≤ −2c5W̃0(t).

Denote by W (t) = p−1/2HC(t, F̃ ). By the first claim in Lemma 2.3 and
Lemma A.6, and noting that β > c0(β, r, a), we obtain

(A.46) sup{t≥0} |W (t)− W̃0(t)| ≤ Lp[p
−β + p−c0(β,r,a) sup{t≥0} W̃0(t)].

First, we show Theorem 2.1, where we assume r < β. Once the first claim
is proved, the second claim follows by combining Taylor expansion with
Lemmas 2.3, 2.4, and A.9, so we only show the first claim. The idea is to
prove THC and Tideal are both close to t∗∗p , then they are close to each other.
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We first prove that THC and t∗∗p are close. We will show that (i) W (t∗∗p +
u)−W (t∗∗p ) < 0 for all p−c1 ≤ |u| ≤ c4/τp, and (ii) W (t∗∗p + u)−W (t∗∗p ) <
0 for all |u| > c4/τp. Then combining these proves

|THC(F̃ )− t∗∗p | ≤ p−c1 ,(A.47)

with c1 = c1(β, r, a) > 0 some constant to be specified later.

We now prove the first case (i). Recall that t∗∗p is the maximizer of W̃0(t)

and W̃0(t
∗∗
p ) = Lpp

−δ(β,r), where δ(β, r) is as in (2.10). Thus, W̃ ′
0(t

∗∗
p ) = 0. By

Taylor expansion, W̃0(t
∗∗
p + u)− W̃0(t

∗∗
p ) = u2

2 W̃
′′
0 (t̃p), where t̃p lies between

t∗∗p and t∗∗p + u. Next, by Lemma A.9, for |u| ≤ c4
τp

we can further write

W̃0(t
∗∗
p + u) − W̃0(t

∗∗
p ) ≤ −c5u2W̃0(t̃p) = −c5u2W̃0(t

∗∗
p ) − c5u

2(W̃0(t̃p) −
W̃0(t

∗∗
p )) ≤ −c5u2W̃0(t

∗∗
p ) − c5u

2(W̃0(t
∗∗
p + u) − W̃0(t

∗∗
p )), where the last

step is because of W̃0(t
∗∗
p +u) ≤ W̃0(t̃p). Thus, the inequality can be further

written as W̃0(t
∗∗
p +u)−W̃0(t

∗∗
p ) ≤ −c5u2W̃0(t

∗∗
p )/(1+c5u

2). Then by (A.46)
we obtain that

W (t∗∗p + u)−W (t∗∗p ) =
(
W (t∗∗p + u)− W̃0(t

∗∗
p + u)

)
−
(
W (t∗∗p )− W̃0(t

∗∗
p )
)(A.48)

+
(
W̃0(t

∗∗
p + u)− W̃0(t

∗∗
p )
)
≤ Lp(p

−β + p−c0(β,r,a)W̃0(t
∗∗
p )) +

(
W̃0(t

∗∗
p + u)− W̃0(t

∗∗
p ))

≤ Lpp
−β +

(
Lpp

−c0(β,r,a) − c5u
2/(1 + c5u

2)
)
W̃0(t

∗∗
p ).

It is easy to check that p−c0(β,r,a)W̃0(t
∗∗
p ) � Lpp

−β when ρ∗θ(β) < r <
β. By Lemma A.9, we obtain that if |u| ≥ p−c1 with c1 = c1(β, r, a) ∈
(0, 13c0(β, r, a)), then for all p−c1 ≤ |u| ≤ c4/τp,

W (t∗∗p + u)−W (t∗∗p ) ≤ −Lpp
−2c1(β,r,a)W̃0(t

∗)(1 + o(1)) < 0,

which completes the proof of case (i). It remains to prove case (ii). Di-

rect calculations yield W̃0(t
∗∗
p ± c4/τp) . e−c5W̃0(t

∗∗
p ), where c5 > 0 is

a constant depending on whether r < β/3 or r ≥ β/3. By Lemma A.9,

W̃0(t) ≤ W̃0(t
∗∗
p ± c4/τp) . e−c5W̃0(t

∗∗
p ) for all |t− t∗∗p | > c4/τp. Thus, simi-

lar to (A.48) we haveW (t)−W (t∗∗p ) ≤ Lp(p
−β+p−c0(β,r,a)W̃0(t

∗∗
p ))+(W̃0(t)−

W̃0(t
∗∗
p )) . Lpp

−β +(e−c5 − 1+Lpp
−c0(β,r,a))W̃0(t

∗∗
p ) = Lpp

−β +(e−c5 − 1+

Lpp
−c0(β,r,a))p−δ(β,r) < 0, where the last step is because β > δ(β, r). This

proves case (ii). Consequently, we have proved (A.47).
Using similar method as above and in view of Lemma 2.1 we can also

prove that for appropriately chosen c1 > 0,

|Tideal(εp, τp,Ω)− t∗∗p | ≤ p−c1 .(A.49)
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Thus the claim in Theorem 2.1 follows when r < β.
We now show Theorem 2.2, where we assume r ≥ β. In this range W̃0(t)

is maximized at t∗∗p = β+r
2r τp and W̃0(t

∗∗
p ) ∼ p−

β
2 . By Lemma 2.4 we see that

the maximizer of W0(t) is in the range [
√
2β log p−∆1, τp). By (A.40) and

Lemma 2.3 we obtain that if 0 ≤ t <
√
2β log p−∆1 or τp ≤ t <∞,

W (t) =W0(t) + (W (t)−W0(t)) ≤
1√
2
p−β/2 + Lpp

−β =
1√
2
p−β/2(1 + o(1)),

and if
√
2β log p−∆1 ≤ t < τp,

W (t) =W0(t) + (W (t)−W0(t)) ≥ p−β/2 − Lpp
−β = p−β/2(1− o(1)).

Thus, the maximizer THC(F̃ ) is in the interval [
√
2β log p−∆1, τp).

By Lemma 2.2, the maximizer of S̃ep(t, εp, τp,Ω) is in the interval [
√
2β log p−

∆1, τp +∆2), and Theorem 2.2 follows immediately. �

A.10. Proof of Lemma A.9. Let ψτp(t) = φ(t − τp) + φ(t + τp)
and ψ(t) = 2φ(t). Introduce m0(t) = ψ(t)/Ψ̄(t), m1(t) = Ψ̄τp(t)/ψτp(t),
d(t) = −ψ′

τp(t)/ψτp(t), a(t) = εpψτp(t)/ψ(t), R(t) = m1(t)/m0(t), and

g(t) = (1/2)(1 + a(t))/(R−1(t) + a(t)). The following lemma is proved in
APPENDIX B.

Lemma A.10. Fix a sufficiently large p, R(t) > 1 and is strictly decreas-
ing for all t > 0.

Consider the first claim. By direct calculations and our notations,

(A.50) W̃ ′
0(t)/W̃0(t) =

1

2

[ ψ(t) + εpψτp(t)

Ψ̄(t) + εpΨ̄τp(t)

]
−
ψτp(t)

Ψ̄τp(t)
≡ [g(t)− 1]/m1(t).

To show the claim, it suffices to show that equation g(t) = 1 has exactly one
solution. Recall that g(t) = (1/2)(1 + a(t))/(R−1(t) + a(t)), where R(t) > 1
and both a(t) and R−1(t) are strictly increasing in t. It follows from basic
calculus that g(t) is strictly decreasing in (0,∞), and the equation g(t) = 1
has at most one solution.

The equation also has at least one solution. Note that g(0) ≥ Ceτ
2
p/2

which > 1 for sufficiently large p, it suffices to show that there is a t such
that g(t) < 1. We show this for the case of r < β/3 and r > β/3 separately.
In the first case, for all t such that |t − 2τp| ≤ 4τ−1

p , a(t) is algebraically
small, and so by Mills’ ratio [4], for any fixed b,

g(2τp + bτ−1
p ) ≤ 1

2

[1
2
− 3b

2
τ−2
p +O(τ−4

p )
]
,
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and the claim follows. Note that this shows that the solution t∗∗p of the equa-

tion g(t) = 1 satisfies |t∗∗p − 2τp| ≤ 2τ−1
p . In the second case, a(

√
2 log(p)) =

Lpp
1−β−(1−

√
r)2 , where the the exponent > 0 since r > β/3 and r > ρ(β)

(recall that ρ(β) is the standard phase function). Therefore, g(t0) ∼ 1/2 and
the claim follows. This completes the proof of the first claim.

Consider the second claim. We discuss for the case 0 < r < β/3 and
β/3 < r < β separately.

Consider the first case. Recalling that |t∗∗p − 2τp| ≤ 2τ−1
p , it is sufficient

to show that for all t such that |tp − 2τp| ≤ 4τ−1
p , W̃ ′′

0 (t)/W̃0(t) . −1/2.
Introduce s(t) = [tψ(t)+ d(t)ψτp(t)] · [Ψ̄(t)+ εpΨ̄τp(t)]/[ψ(t)+ εpψτp(t)]

2. By
direct calculations,

(A.51) W̃ ′′/W̃ (t) = I + II − 1

2
III,

where

I = (g(t)−1)2/m2
1(t), II = d(t)/m1(t)−m−2

1 (t), III = (s(t)−1)g2(t)m−2
1 (t).

Consider I first. When |t − 2τp| ≤ 4τ−1
p , on one hand, by Mills’ ratio,

m−1
1 (t) ∼ (t − τp) ∼ τp. On the other hand, by similar argument, |g(t) −

1| ≤ Cτ−2
p . It follows that I ≤ Cτ−2

p . Consider II next. By Mills’ ratio,

m−1
1 (t) = (t − τp) +

1
t−τp

+ O(τ−3
p ). Since |d(t) − (t − τp)| is algebraically

small, it follows from basic algebra that II ∼ −1. Consider III. Note that
both the ratio εpψτp(t)/ψ(t) and the ratio εpΨ̄τp(t)/Ψ̄τp(t) are algebraically
small. Combining this with Ψ̄(t)/ψ(t) = (1/t)− (1/t3) +O(t−5) gives

s(t) =
tψ(t)Ψ̄(t)

(ψ(t))2
+O(τ−3

p ) = 1− 1

t2
+O(τ−3

p ),

Recall that m−1
1 (t) ∼ τp and g(t) ∼ 1, it follows that III ∼ −4τ2p /t

2 ∼ −1.

Inserting these into (A.51) gives that for all |t−2τp| ≤ 4τ−1
p , W̃ ′′

0 (t)/W̃0(t) .
−1/2 and the second claim follows.

Consider the second case, where r ≥ β. For a constant η0 ∈ (0, 1) to be
determined, choose t0 and t±p such that a(t0) = 3r−β

β+r , and a(t±p ) = (1 ±
η0)a(t0). It is seen that |t±p − β+r

2r τp| ≤ Cτ−1
p , and |t0 − β+r

2r τp| ≤ Cτ−1
p .

Combining these with definitions and Mills’ ratio, for t−p ≤ t ≤ t+p , R
−1(t) ∼

(t− τp)/t ∼ (β − r)/(β + r), and that

(A.52) g(t) ∼ 1

2
· 1 + a(t)

[(β − r)/(β + r)] + a(t)
.
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By direct calculations, g(t−p ) > 1 and g(t+p ) < 1. Since g(t∗∗p ) = 1, we have
t−p < t∗∗p < t+p .

We now use (A.51) to calculate W̃ ′′
0 (t)/W̃0(t) with. First, recall that

II ∼ −1. Second, by similar argument, m−1
1 (t) ∼ (t− τp) ∼ (β − r)/(2r)τp.

Combining this with (A.52),

I = m−2
1 (t)[g(t)− 1]2 = (

β − r

2r
)2τ2p ·

(
[
1

2

1 + a(t)

[(β − r)/(β + r) + a(t)
− 1]2+ o(1)

)
.

Last, by similar argument,

tψ(t) + εpd(t)ψτp(t)

Ψ̄(t) + εpΨ̄τp(t)
∼ (β + r)/(β − r) + a(t)

(β − r)/(β + r) + a(t)
(
β − r

2r
)2τ2p .

s(t) ∼ [(β + r)/(β − r) + a(t)] · [(β − r)/(β + r) + a(t)]

(1 + a(t))2
.

Combining this with (A.52), III equals to (β−r
2r )2τ2p ·[

1+a(t)
(β−r)/(β+r)+a(t) ]

2 times[ [(β + r)/(β − r) + a(t)] · [(β − r)/(β + r) + a(t)]

(1 + a(t))2
− 1 + o(1)

]
.

Inserting these into (A.51) and recalling that a(t0) = (3r − β)/(β + r), it

follows from basic algebra that W̃ ′′(t0)/W̃ (t0) . − 3r−β
2(β−r) · (

β−r
2r )2τ2p , Recall

that a(t±p ) = (1 ± η0)a(t0). By the continuity of I and III on a(t), if we
choose η0 sufficiently small, then for all t−p ≤ t ≤ t+p ,

W̃ ′′
0 (t)/W̃0(t) ≤ − 3r − β

4(β − r)
· (β − r

2r
)2τ2p ,

and the claim follows. �

A.11. Proof of Theorem 2.3. We write S̃ep(t) = S̃ep(t, εp, τp,Ω),
Sep(t) = Sep(t, Z̃, µ,Ω), and Tideal = Tideal(εp, τp,Ω) for short. The follow-
ing lemmas are proved in Section A.12 and Section A.13 respectively.

Lemma A.11. Fix a constant κ > 0. As p → ∞, for any sequence tp ∈
(0, τp+ s̃p] with s̃p defined in Lemma A.4 such that S̃ep(tp) ≥ Lpp

κ, we have

P (Y Lt(X,Ω) < 0|t = tp) = Φ̄
(
(1 + o(1))12 S̃ep(tp)

)
.

Lemma A.12. For any sequence of closed subset Ap ⊂ [0, τp+ s̃p] with s̃p
defined in lemma A.4, if there exists a constant κ > 0 such that supt∈Ap

{S̃ep(t)} ≥
pκ for sufficiently large p, then with probability at least 1− o(1/p),

sup
t∈Ap

Sep(t) ≤
(
1 + o(1/

√
log p)

)1
2

sup
0<t≤τp+s̃p

S̃ep(t).
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Now we proceed to prove the theorem. The key is to show

(A.53) min
t>τp+s̃p

P (Y Lt(X,Ω) < 0|t) > Φ̄
((

1 + o(1)
)1
2
S̃ep

(
Tideal

))
,

and

(A.54) min
0<t≤τp+s̃p

P (Y Lt(X,Ω) < 0|t) = Φ̄
((

1 + o(1)
)1
2
S̃ep

(
Tideal

))
.

Then combining the above results completes the proof of the theorem.
We first prove (A.53). When r < β, by proof (1b) in Lemma 3.4 we have

Sep(t, Z̃, µ,Ω) ≤ Lpp
1−θ
2

− 1
4
max{4β−2r,3β+4} for all t > τp+s̃p with probability

at least 1− o(p−1). When r ≥ β, by Lemma 3.4 we have

Sep(t) = S̃ep(t) + (Sep(t)− S̃ep(t)) ≤ S̃ep(t) + Lpp
−θ/2.

Following the same line as that in the proof of Lemma 2.2 we can show that

for r ≥ β, S̃ep(t) ≤ Lpp
1−θ
2

−c8 with c8 = c8(β, r) > δ(β, r) for all t > τp+ s̃p.
Combining these and recalling that r > ρ∗θ(β) and β ∈ (1−θ

2 , 1− θ), we have

Sep(t) ≤ Lpp
1−θ
2

−c9(β,r) with c9(β, r) some constant whose value depends on
whether r < β or r ≥ β and satisfies c9(β, r) > δ(β, r), for all t > τp + s̃p,

with probability at least 1−o(p−1). Recall that S̃ep
(
Tideal

)
= Lpp

1−θ
2

−δ(β,r).
Thus,

P (Y Lt(X,Ω) < 0|t) = E
(
Φ̄
(1
2
Sep(t)

))
≥ Φ̄

(
Lpp

1−θ
2

−c9(β,r)
)
(1− o(p−1))

� Φ̄
((

1 + o(1)
)1
2
S̃ep

(
Tideal

))
.

This completes the proof of (A.53).
Next we prove (A.54). We only need to prove that uniformly over all

0 < t ≤ τp + s̃p,

P (Y Lt(X,Ω) < 0|t) ≥ Φ̄
(
(1 + o(1))

1

2
sup

0<t≤τp+s̃p

S̃ep(t)
)
.(A.55)

Then, taking tp = Tideal in Lemma A.11 and noting that Tideal ∈ (0, τp +

s̃p] shows P (Y Lt(X,Ω) < 0|Tideal) = Φ̄
(
(1 + o(1))12 sup0<t≤τp+s̃p S̃ep(t)

)
.

Combining this with (A.55) yields (A.54).

We now proceed to prove (A.55). Define Ap = {t : t ∈ (0, τp+s̃p], S̃ep(t) ≤
1
2 sup0<t≤τp+s̃p{S̃ep(t)}}. Then by Lemma A.12, with probability at least

1− o(p−1),

supt∈Ap
Sep(t) ≤ (1 + o(

1√
log p

))
1

2
sup0<t≤τp+s̃p{S̃ep(t)}.
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We claim that it remains to show with probability at least 1− o(1/p), uni-
formly for all t ∈ Ac

p ≡ (0, τp + s̃p] \Ap,

(A.56) Sep(t) ≤ (1 + Lpp
−κ)

1

2
sup

0<t≤τp+s̃p

S̃ep(t),

where κ = (1−θ)/2−δ(β, r) > 0. Then, combining the above two inequalities
yields that uniformly for all t ∈ (0, τp + s̃p],

P (Y Lt(X,Ω) < 0|t) ≥ Φ̄
(
(1 + o(

1√
log p

))
1

2
sup

0<t≤τp+s̃p

S̃ep(t)
)(

1− o(
1

p
)
)

= Φ̄
(
(1 + o(1))

1

2
sup

0<t≤τp+s̃p

S̃ep(t)
)
,

which completes the proof of (A.55).
We proceed to prove the above claim (A.56). Introduce the event

Bp = { sup
t∈Ac

p

|M̃p(t)−mp(t)|
mp(t)

≤ Lpp
−κ, sup

t∈Ac
p

|Ṽp(t)− vp(t)|
pF̃ (t)

≤ Lpp
−κ},

where κ is as introduced in (A.56). Then on the event Bp,

M̃p(t)/

√
Ṽp(t) ≤ (1 + Lpp

−κ)mp(t)/
√
vp(t) ≤ (1 + Lpp

−κ)
1

2
sup

0<t≤τp+s̃p

S̃ep(t),

(A.57)

and the above claim (A.56) holds by noting Sep(t) = M̃p(t)/
√
Ṽp(t). Next

we show that P (Bp) ≥ 1− o(1/p). Recall that we have proved in (2.13) that

sup0<t<
√
2 log p S̃ep(t) = Lpp

κ. By Lemma A.4 and (A.87), vp(t) ≥ CpF̃ (t)
with some constant C > 0, where the value of C depends on whether r < β
or r ≥ β. Moreover, by definition of Ac

p, S̃ep(t) ≥ 1
2Lpp

−κ for t ∈ Ac
p. It

follows that mp(t) =
1
2

√
vp(t)S̃ep(t) ≥

√
CpF̃ (t)Lpp

κ. On the other hand,

by Lemma A.15 mp(t) ≤ Lpp
1−θ/2F̃ (t), so we can derive pF̃ (t) ≥ Lpp

2κ+θ

and consequently,
√
npmp(t) ≥ Lpp

2κ+θ and vp(t) ≥ Lpp
2κ+θ. By Lemma

A.17 and using similar arguments as those in Lemma A.16, we can prove
that for each t ∈ Ac

p,

P
( |M̃p(t)−mp(t)|

mp(t)
≥ Lpp

−κ
)
≤ o(

1

p3
), P

( |Ṽp(t)− vp(t)|
vp(t)

≥ Lpp
−κ
)
≤ o(

1

p3
).

Using the grid point method as that in the proof of Lemma 3.1 shows that
P (Bp) ≥ 1 − o(1/p). This completes the proof of (A.56) and the results in
the theorem follow immediately.

�
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A.12. Proof of Lemma A.11. Write for short S̃ep(t) = S̃ep(t, εp, τp,Ω),
M̃p(t) = Mp(t, Z̃,Ω, µ), Ṽp(t) = Vp(t, Z̃,Ω), mp(t) = mp(t, εp, τp,Ω), and
vp(t) = vp(t, εp, τp,Ω). Define event

Bp = {|Ṽp(tp)−vp(tp)| ≤ Lpp
−θ/2pF̃ (tp), |M̃p(tp)−mp(tp)| ≤ Lpp

−θ/2mp(tp)}.

The key is to first show that (a)

(A.58) P (Bc
p) ≤ exp

(
− 1

2
log(p)(S̃ep(tp))

2 · (1 + o(1)
)
,

and then show that (b) the desired claim in the lemma holds on the event
Bp. Combining (a) and (b) proves that the desired claim holds.

We first prove claim (a). Note that by Lemma A.4, vp(t) ≥ CpF̃ (t) with
some constant C > 0, where the value of C depends on whether r ≥ β
or r < β. Further by Lemma A.15, 0 <

√
npmp(t) ≤ K2

p(log p)
3/2pF̃ (t) ≤

CK2
p(log p)

3/2vp(t), and so that
√
npmp(t) ≥ Cnpm

2
p(t)/[K

2
p(log p)

3/2vp(t)] =

Cnp

K2
p(log p)3/2

(S̃ep(t))2. Taking λp = Kp(log p)
(√

npS̃ep
2
(tp)

c2mp(tp)

)1/2
mp(tp), then λp ≤

Lpmp(tp). It follows that P
(√
np|M̃p(tp) − mp(tp)| ≥ K3

p · Lpmp(tp)
)

≤
P (

√
np|M̃p(tp) −mp(tp)| ≥ K3

pλp), where by Lemma A.17, the right hand
side

≤ K3
p exp

(
−
(
S̃ep(tp)

)2
(log p)

)
.

Since S̃ep(tp) ≥ Lpp
κ → ∞, it follows easily that

(A.59)

P
(
|M̃p(tp)−mp(tp)| ≥ Lpp

−θ/2mp(tp)
)
≤ exp

(
−
(
S̃ep(tp)

)2
(log p)(1+o(1))

)
.

Next we consider Ṽp(t). Let λp = S̃ep(tp)
√

(log p)KppF̃ (tp). Using the

same technique as for proving (A.59) we obtain that λp ≤ Lpp
−θ/2pF̃ (t).

Further, by Lemma A.17 we have
(A.60)

P (|Ṽp(tp)−vp(tp)| ≥ Lpp
−θ/2pF̃ (tp)) ≤ exp

(
−
(
S̃ep(tp)

)2
(log p)

(
1+o(1)

))
.

Combing (A.59) with (A.60) proves (A.58).

On the set Bp, since vp(tp) ≥ CpF̃ (tp) by Lemma A.4, we have
Ṽp(tp)
vp(tp)

=

1 + o(1),
M̃p

mp(tp)
= 1 + o(1). Therefore,

(A.61)
M̃p(tp)√
Ṽp(tp)

=
mp(tp)√
vp(tp)

(
1 + o(1)

)
= S̃ep(tp)

(
1 + o(1)

)
.
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Combining (A.58) with (A.61), the misclassification rate can be bounded
as

P (Y Lt(X,Ω) < 0|tp) ≤ Φ̄

(
1

2
S̃ep(tp)

(
1 + o(1)

))
+ P (Bc

p) . Φ̄

(
1

2
S̃ep(tp)

(
1− o(1)

))
,

and

P (Y Lt(X,Ω) < 0|tp) ≥ Φ̄

(
1

2
S̃ep(tp)

(
1 + o(1)

))
P (Bp) & Φ̄

(
1

2
S̃ep(tp)

(
1 + o(1)

))
.

Thus the claim follows easily. �

A.13. Proof of Lemma A.12. Write S̃ep(t) = S̃ep(t, εp, τp,Ω) for

short. We consider the cases (a) pF̃ (t) ≥ K8
p(log p)

7,
√
npmp(t) ≥ K8

p(log p)
7,

(b)
√
npmp(t) ≤ K8

p(log p)
7, pF̃ (t) ≥ K8

p(log p)
7, and (c)

√
npmp(t) ≥ K8

p(log p)
7,

pF̃ (t) ≤ K8
p(log p)

7 separately.
For case (a), define the event

Bp = { sup
t∈Ap

|M̃p(t)−mp(t)|
mp(t)

≤ 1√
log p

, sup
t∈Ap

|Ṽp(t)− vp(t)|
pF̃ (t)

≤ 1√
log p

}.

We will first prove P (Bc
p) ≤ o(1/p). Let λ = λp = CK−3

p (log p)−1/2√npmp(t)
with C > 0 some constant. Then by Lemma A.17, using similar arguments
as those in Lemma A.16 we obtain that with probability at least 1− o(p−3),
|M̃p(t)−mp(t)| ≤ (log p)−1/2mp(t). Using the grid points method as that in
Lemma 3.1, we can prove that except for a probability of o(1/p),

sup
t∈Ap,

√
npmp(t)≥K7

p(log p)3

|M̃p(t)−mp(t)|
mp(t)

≤ (log p)−1/2.

As for Ṽp(t), using similar arguments and Lemma A.16 we obtain that with
probability at least 1− o(1/p),

sup
t∈Ap,pF̃ (t)≥K7

p(log p)3

|Ṽp(t)− vp(t)|
pF̃ (t)

≤ (log p)−1/2.(A.62)

Thus we have proved the desired claim that P (Bp) ≥ 1− o(1/p).

Next by Lemma A.4, pF̃ (t)/vp(t) ≤ C for all 0 < t ≤ τp + s̃p. Then on
the event Bp,

M̃p(t)

mp(t)
= 1 + o

( 1√
log p

) Ṽp(t)

vp(t)
= 1 + o

( 1√
log p

)pF̃ (t)
vp(t)

= 1 + o(
1√
log p

),
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where the o(1) is uniformly over all t. Therefore, for any t ∈ Ap,

Sep(t) = M̃p(t)/

√
Ṽp(t) = (1 + o(

1√
log p

))mp(t)/
√
vp(t)

≤ (1 + o(
1√
log p

))
1

2
sup
t∈Ap

S̃ep(t),

and the desired claim in the lemma has been proved.
Now we consider case (b). By the proof of Lemma A.16 we obtain that

except for a probability of o(1/p), for any t ∈ Ap, M̃p(t) ≤ mp(t)+Lpn
−1/2
p ≤

Lpn
−1/2
p . Since we assumed that pF̃ (t) ≥ K8

p(log p)
7, by (A.62) and the same

arguments as that for (A.93), we have
Ṽp(t)
vp(t)

= 1 + o( 1√
log p

) except for a

probability of o(1/p). Since by Lemma A.4, vp(t) ≥ CpF̃ (t) ≥ C(log p)−1/2

with some constant C > 0 whose value depends on whether r ≥ β or r < β.
Thus, with probability at least 1− o(1/p), for any t ∈ Ap,

(A.63) Sep(t) = M̃p(t)/

√
Ṽp(t) ≤ Lpn

−1/2
p /

√
vp(t) ≤ Lpn

−1/2
p .

Thus, the claim in the lemma follows automatically by the assumption that
supt∈Ap

{S̃ep(t)} ≥ pκ with κ > 0.

Finally we consider case (c). By Lemma 3.1, pF̃p(t) ≤ Lp with probability
at least 1 − o(1/p). Thus, using the same arguments as those for proving
Lemma 3.4, part (1b) we obtain that with probability at least 1− o(p−1),

Sep(t) = M̃p(t)/

√
Ṽp(t) ≤ Lpn

−1/2
p .(A.64)

Using similar arguments as in case (b), we prove that the desired claim in
the lemma continue to hold in case (c). This completes the proof of the
lemma. �

A.14. Proof of Lemma 3.1. The following lemma is proved in Section
A.15.

Lemma A.13. As p → ∞, there is a constant C > 0 such that with
probability at least 1− o(1/p3), for all 0 < t <

√
2 log(p),

√
p|F̃p(t)− F̃ (t)|√
F̃ (t)(1− F̃ (t))

≤

{
CK3

p(log(p))
1/2, if p

2 > pF̃ (t) ≥ log5/4(p),

CK3
p

(
log(p)

)7/4
, if pF̃ (t) < log5/4(p).
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We now prove Lemma 3.1. Put an evenly spaced grid on [0,
√
2 log p] by

tk = (
√
2 log p/p2)k, 0 ≤ k ≤ p2. Denote by V (t) =

√
p(F̃p(t)−F̃ (t))(F̃ (t)(1−

F̃ (t)))−1/2. For each 0 ≤ i ≤ p2 − 1, we claim that

(A.65) sup{ti≤t≤ti+1} |V (t)| ≤ max{|V (ti)|, |V (ti+1)|}+ Lp/p.

In fact, as both F̃p(t) and F̃ (t) are monotone functions, we have

F̃p(ti+1)− F̃ (ti)√
F̃ (ti)

≤ F̃p(t)− F̃ (t)√
F̃ (t)

≤ F̃p(ti)− F̃ (ti+1)√
F̃ (ti+1)

.

Let hi =
F̃ (ti+1)

F̃ (ti)
. Since F̃ (t) ≤ 1

2 , sup{ti≤t≤ti+1}
{
|V (t)|

}
does not exceed

(A.66)

2
(
max{

√
1

hi
|V (ti)|,

√
hi|V (ti+1)|}+

√
p|F̃ (ti)− F̃ (ti+1)|√

F̃ (ti)
+

√
p|F̃ (ti)− F̃ (ti+1)|√

F̃ (ti+1)

)
.

Since the derivative of (−F̃ (t)) is the density of a location normal mixture,
and is therefore bounded from above. Moreover, for 0 < t <

√
2 log p and

sufficiently large p, F̃ (t) ≥ F̃ (
√
2 log p) ≥ 2(1 −Kpεp)Φ̄(

√
2 log p) ≥ p−1Lp.

Using Taylor expansion,
(A.67)
√
p|F̃ (ti)− F̃ (ti+1)|√

F̃ (ti)
+

√
p|F̃ (ti)− F̃ (ti+1)|√

F̃ (ti+1)
≤ Lp√

p3F̃ (ti)
+

Lp√
p3F̃ (ti+1)

≤ Lp/p.

Similarly, we can show |hi−1| ≤ Lp/p. Inserting this and (A.67) into (A.66)
gives (A.65).

Combining (A.65) with Lemma A.13, the claim follows from

sup
{0≤t≤

√
2 log(p)}

[√
p|F̃p(t)− F̃ (t)|√
F̃ (t)(1− F̃ (t))

]
= sup

{0≤t≤
√

2 log(p)}
|V (t)| ≤ C sup

{0≤i≤p2}
|V (ti)|+

Lp

p
,

where C > 0 is some constant. �

A.15. Proof of Lemma A.13. The following lemma is proved in Sec-
tion A.16.

Lemma A.14. There are partitions {1, 2, . . . , p} = R′
1 ∪ R′

2 . . . ∪ R′
N1

=
R′′

1∪R′′
2 . . .∪R′′

N2
such that N1 ≤ Kp, N2 ≤ K2

p , and that for any fixed 1 ≤ j ≤
N1 and 1 ≤ k ≤ N2, the collection of random variables {Z̃(i)− µ̃(i), i ∈ R′

j}
are independent of each other, and the same are {µ̃(i), i ∈ R′′

k}.
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We now show Lemma A.13. The key idea is to combine Lemma 1.1 with
the well-known Bennett’s inequality (e.g., [3]). The Bennett’s inequality
only applies to sum of independent random variables. To apply it in the
current setting, note that by Lemma A.14, we can partition {1, 2, . . . , p}
into N different subsets R1, . . . , RN , where N ≤ K3

p , such that the col-

lection of random variables {Z̃(i) : i ∈ Rk} are independent, for each

1 ≤ k ≤ N . In light of this, we write F̃p(t) = 1
p

∑N
k=1 S

(k)
p (t), where

S
(k)
p (t) =

∑
i∈Rk

1{|Z̃(i)| ≥ t} is the sum of independent random variables,
to which the Bennet’s inequality can be applied directly.

In detail, let S(k)(t) = E[S
(k)
p (t)] and sk = |Rk|, 1 ≤ k ≤ N , and S(t) =∑N

k=1 S
(k)(t). Since we are only interested in the region of t such that F̃ (t) ≤

1/2, it follows easily that

(A.68)

√
p|F̃p(t)− F̃ (t)|√
F̃ (t)(1− F̃ (t))

.

√
2|Sp(t)− S(t)|√

S(t)
≤

N∑
k=1

√
2|S(k)

p (t)− S(k)(t)|√
S(t)

.

For each 1 ≤ k ≤ N , using Bennet’s inequality [3, Page 851] yields

(A.69) P
(∣∣S(k)

p − S(k)(t)
∣∣ ≥ λ

)
≤ 2exp

(
− λ2

2skσ
2
k

ψ
( λ

skσ
2
k

))
,

where ψ is as in [3, Page 851] and skσ
2
k = Var(S

(k)
p (t)). First, note that xψ(x)

is monotonely increasing in x ∈ (0,∞). Second, by definitions and basic
property of Bernoulli random variables, skσ

2
k ≤ S(k)(t) ≤ S(t). Inserting

these into (A.69) gives

P

([
S(`)
p − S(`)(t)

]
≥ λ

)
≤ exp

(
− λ2

2S(t)
ψ
( λ

S(t)

))
.

Let λ = C
√
(log p)S(t) if S(t) ≥ 1

2(log p)
5/4 and λ = C(log p)3/2 if S(t) <

1
2(log p)

5/4, where C > 0 is a constant. By elementary calculus and the
property of ψ,

P

([
S(`)
p − S(`)(t)

]
≥ λ

)
≤

{
exp
(
−C2 log p

2

)
, S(t) ≥ 1

2(log p)
5/4

exp
(
−C log p

2

)
, S(t) < 1

2(log p)
5/4.

Inserting this into (A.68) and noting that pF̃ (t) ≥ (log p)−1/2 give the claim.
�
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A.16. Proof of Lemma A.14. Recall that Z̃ − µ̃ ∼ N(0,Ω), the first
claim follows directly from Lemma 1.1. For the second claim, introduce a
graph G = (V,E) where V = {1, 2, . . . , p}, and nodes i and j are connected
if and only if Si ∩ Sj = ∅, where Si = {1 ≤ k ≤ p : Ω(i, k) 6= 0}, 1 ≤ i ≤ p.
Since Ω is Kp-sparse, G is K2

p -sparse. Also, µ̃(i) and µ̃(j) are independent if
and only if nodes i and j are disconnected. Applying Lemma 1.1 to G gives
the claim. �

A.17. Proof of Lemma 3.3. Recall that np = pθ, Ẑ = Ω̂Z, and
Z̃ = ΩZ. A direct result of Lemma 3.2 is that there is a term 0 < ηp ≤
CK3

p(log p)p
−θ/2 such that with probability at least 1− o(1/p),

|1{|Ẑ(j)| ≥ t}−1{|Z̃(j)| ≥ t}| ≤ 1{t− ηp ≤ |Z̃(j)| < t+ ηp}, ∀t > 0 and 1 ≤ j ≤ p.

Let Gp(t) = F̃p(t − ηp) − F̃p(t + ηp) and G(t) = F̃ (t − ηp) − F̃ (t + ηp). By
the above inequality, it is seen that with probability at least 1− o(1/p),

(A.70) |F̄p(t)− F̃p(t)| ≤ Gp(t).

We now analyze Gp(t). By definitions and the triangle inequality,

(A.71) Gp(t) ≤ G(t) + |F̃p(t− ηp)− F̃ (t− ηp)|+ |F̃p(t+ ηp)− F̃ (t+ ηp)|.

A key fact is that there is a universal constant C > 0 such that

(A.72) |F̃ ′(t)| ≤ C(Kpτp + t)F̃ (t).

To see the point, we write F̃ (t) = 1
p

∑p
i=1E[Ψ̄√

npµ̃(i)(t)] and F̃
′(t) = −1

p

∑p
i=1E[φ(t−√

npµ̃(i)) + φ(t +
√
npµ̃(i))], where φ is the density function of N(0, 1).

Note that there is a constant C > 0 such that φ(x) ≤ C|x|Φ̄(x), and that
|t±√

npµ̃(i)| ≤ t+Kpτp for all 1 ≤ i ≤ p, the desired claim follows.

Now, first, write G(t) = F̃ (t−ηp)− F̃ (t+ηp) = 2ηpF̃
′(ξ) for some number

ξ with |ξ − t| < ηp. Using (A.72), |F̃ ′(ξ)| ≤ CKpτpF̃ (ξ) ∼ CKpτpF̃ (t). It
follows

(A.73) G(t) ≤ CKpτpF̃ (t)ηp.

Second, by Lemma 3.1 and monotonicity, with probability at least 1−o(1/p),
|F̃p(t±ηp)− F̃ (t±ηp)| ≤ CK3

p(log p)
7/4p−1/2(F̃ (t±ηp))1/2, where by (A.72),

F̃ (t± ηp) � F̃ (t). It follows that with probability at least 1− o(1/p),

(A.74) |F̃p(t± ηp)− F̃ (t± ηp)| ≤ CK3
p(log p)

2p−1/2(F̃ (t))1/2.
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Recall that ηp ≤ K3
p(log p)p

−θ/2. Inserting (A.73)-(A.74) into (A.71) gives

(A.75) Gp(t) ≤ CK4
p(log p)

3/2p−θ/2F̃ (t) + CK3
p(log p)

2p−1/2(F̃ (t))1/2.

Combining (A.75) with (A.70) gives

√
p|F̄p(t)− F̃p(t)|√
F̃ (t)(1− F̃ (t))

≤
√
p|Gp(t)|√

F̃ (t)(1− F̃ (t))
≤ C

(
K4

p(log p)
3/2(p1−θF̃ (t))1/2 +K3

p(log p)
2
)
,

(A.76)

and the claim follows. �

A.18. Proof of Theorem 3.1. We consider the case when pF̃ (t) <
K6

p(log(p))
5 and when pF̃ (t) ≥ K6

p(log(p))
5 separately.

In the first case, it is sufficient to show that |HC(t, F̄p)| ≤ Lp and

|HC(t, F̃p)| ≤ Lp. By Lemmas 3.3 and 3.1, with probability at least 1 −
o(1/p), p|F̄p(t) − F̃ (t)| ≤ Lp. By Lemma A.4, F̃ (t) ≥ (1 − Kpεp)Ψ̄(t) and
thus, pΨ̄(t) ≤ Lp. Since HC(t, F̄p) is defined in a way such that F̄p(t) ≥ 1/p,

it is easy to see that HC(t, F̄p) ≤ p|F̄p(t)− Ψ̄(t)| ≤ p|F̄p(t)− F̃ (t)|+pF̃ (t)+
pΨ̄(t) ≤ Lp. Similarly, we can prove that HC(t, F̃p) ≤ Lp. The claim follows
easily.

In the second case, let h(t) = (F̃ (t)(1− F̃ (t)))/(F̄p(t)(1− F̄p(t)) and write

for short g(t) =
√
p
(
F̄p(t) − F̃p(t)

)(
F̃ (t)(1 − F̃ (t)

)−1/2
. By definitions, we

can write

(A.77) HC(t, F̄p)−HC(t, F̃ ) = g(t)
√
h(t) +HC(t, F̃ )(

√
h(t)− 1).

We first prove |h(t) − 1| ≤ o(1). To see this, note that (A.76) and Lemma
A.13 ensure that with probability at least 1− o(1/p),

|F̄p(t)/F̃ (t)− 1| ≤ |(F̄p(t)− F̃p(t))/F̃ (t)|+ |F̃p(t)/F̃ (t)− 1|(A.78)

≤ CK4
p(log p)

3/2p−θ/2 + CK3
p(log p)

2(pF̃ (t))−1/2.

By the assumption of pF̃ (t) ≥ K6
p(log p)

5, the right hand side of (A.78)

tends to 0. Thus, with probability at least 1− o(1/p), 0 ≤ F̄p(t), F̃ (t) < 2/3
for all t > Ψ̄−1(1/2) and pF̃ (t) ≥ K6

p(logp)
5. Note that for all x, y ∈ (0, 2/3),

|[x(1−x)]/[y(1−y)]−1| ≤ C|x/y−1|. It follows from (A.78) and definitions
that

(A.79) |h(t)− 1| ≤ C|F̄p(t)/F̃ (t)− 1| ≤ Lp(p
−θ/2 + (pF̃ (t))−1/2),
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where the right hand side tends to 0 since pF̃ (t) ≥ K6
p(log p)

5. At the same

time, since F̃ (t) ≥ (1 −Kpεp)Ψ̄(t), we have |F̃ (t) − Ψ̄(t)| ≤ F̃ (t) + Ψ̄(t) .
2F̃ (t). It follows from 1− F̃ (t) ≥ 1− Ψ̄(t)−Kpεp ≥ 1/2−Kpεp that

(A.80) |HC(t, F̃ )| = √
p|F̃ (t)− Ψ̄(t)|(F̃ (t)(1− F̃ (t))−1/2 ≤ C(pF̃ (t))1/2.

Combining (A.79) and (A.80) gives

(A.81) HC(t, F̃ )|
√
h(t)− 1| ≤ Lp[(p

1−θF̃ (t))1/2 + 1].

At the same time, a direct use of Lemma 3.3 also gives that with probability
at least 1− o(1/p),

(A.82) g(t) ≤ Lp[(p
1−θF̃ (t))1/2 + 1].

Inserting (A.81) and (A.82) into (A.77) and recalling |h(t) − 1| → 0 gives
the claim. �

A.19. Proof of Theorem 3.2. Write for short Ŵp(t) = p−1/2HC(t, F̄p)

and W (t) = p−1/2HC(t, F̃p).
First consider the case of θ ≥ 1

2 . By triangle inequality, Theorem 3.1, and
Lemma 2.3 we have

sup
Ψ̄−1( 1

2
)<t<s∗p

|Ŵp(t)−W0(t)| ≤ sup
Ψ̄−1( 1

2
)<t<s∗p

|Ŵp(t)−W (t)|+ sup
t>Ψ̄−1( 1

2
)

|W (t)−W0(t)|

(A.83)

≤ sup
Ψ̄−1( 1

2
)<t<s∗p

Lp(p
−β + p−θ/2

√
F̃ (t) + p−1/2) ≤ Lp(p

−θ/2 + p−β).

This result is parallel to Lemma 2.3. When r < β, similar to (A.48) we can
obtain that for all u satisfying |u| ≤ c4/τp,

Ŵp(t
∗∗
p + u)− Ŵp(t

∗∗
p ) ≤ Lp(p

− θ
2 + p−β) + [Lpp

−c0(β,r,a) − c7u
2

1 + u2
] sup
{t≥0}

W̃0(t),

(A.84)

for some constant c7 > 0, where t∗∗p is as in (A.48). It is easy to check

that sup{t≥0} W̃0(t) = Lpp
−δ(β,r) > p−

1−θ
2 > p−θ/2, c0(β, r, a, θ) < β, and

p−c0(β,r,a) supt≥0 W̃0(t) ≥ p−β. Thus, for any u > Lpp
−c2(β,r,a) with c2(β, r, a) <

min{ θ−2δ(β,r)
4 , c0(β,r,a)2 }, it holds that Ŵp(t

∗∗
p +u)−Ŵp(t

∗∗
p ) = −Lpp

−2c2(β,r,a)(1+
o(1)) < 0 for all |u| ≤ c4/τp. Again, using similar arguments as in Theorem
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2.1, we can prove that Ŵp(t) − Ŵp(t
∗∗
p ) < 0 for all |t − t∗∗p | > c4/τp. Thus,

we have proved that

|tHC
p − t∗∗p | = |THC(F̄p)− t∗∗p | ≤ Lpp

−c2(β,r,a).

This together with (A.49) completes the proof of the Theorem when r < β.
Now we consider the case where r ≥ β. If t > τp or t <

√
2β log p−∆1 with

∆1 = d0 log log p/
√
log p, by Lemma 2.4 and (A.83), it holds Ŵp(t) =W0(t)+

(Ŵp(t)−W0(t)) . 1√
2
p−β/2 + Lpp

−β + Lpp
−θ/2. Recall that β < 1− θ ≤ θ.

Thus Ŵp(t) . 1√
2
p−β/2(1 + o(1)). If

√
2β log p −∆1 < t < τp, using similar

argument we obtain that Ŵp(t) =W0(t)+(Ŵp(t)−W0(t)) & p−β/2(1−o(1)).
Thus,

tHC
p ∈ (

√
2β log p−∆1, τp)

and the claim in the theorem follows.
Next we consider the case where θ < 1

2 . By Theorem 3.1 and Lemma 2.4

and noting that 1− θ > β > 1−θ
2 , for any t, t+ u ∈ [sp(θ), s

∗
p] we have

Ŵp(t+ u)− Ŵp(t) = (Ŵp(t+ u)−W0(t+ u))− (Ŵp(t)−W0(t))

+ (W0(t+ u)−W0(t)) ≤ Lpp
−θ/2

√
F̃ (t) + Lpp

−β + (W0(t+ u)−W0(t)).

Since p−θF̃ (t) ≤ p−1+θ and β > (1− θ)/2, it follows that

Ŵp(t+ u)− Ŵp(t) ≤ Lpp
−(1−θ)/2 + Lpp

−β + (W0(t+ u)−W0(t)).(A.85)

So the stochastic behavior of W0(t) in the range t ∈ [sp(θ), s
∗
p] determines

the stochastic behavior of Ŵp(t + u) − Ŵp(t). By direct calculations, we
obtain that if (β, r, θ) falls in either of the six sub-regions as follows

• 1/3 < θ ≤ 1/2, (1− θ)/2 < β < 1− θ, r > max{ρ∗θ(β),
1−2θ
4 },

• 1
4 < θ ≤ 1

3 , (1 − θ)/2 < β ≤ 1 − 2θ, r > max{1−2θ
4 , ρ∗θ(β)}, |r −√

1− 2θ| ≥
√
1− 2θ − β

• 1
4 < θ ≤ 1

3 , 1− 2θ < β ≤ 1− θ, r > max{1−2θ
4 , ρ∗θ(β)}

• 0 < θ ≤ 1
4 , (1 − θ)/2 < β ≤ 3(1 − 2θ)/4, r > max{β

3 , ρ
∗
θ(β)}, |r −√

1− 2θ| ≥
√
1− 2θ − β

• 0 < θ ≤ 1
4 , 3(1 − 2θ)/4 < β ≤ 1 − 2θ, r > max{1−2θ

4 , ρ∗θ(β)}, |r −√
1− 2θ| ≥

√
1− 2θ − β

• 0 < θ ≤ 1
4 , 1− 2θ < β < 1− θ, r > max{1−2θ

4 , ρ∗θ(β)},

then t∗∗p ∈ (sp(θ), s
∗
p) and the maximum of W0(t) is achieved in (sp(θ), s

∗
p).

So it reduces to the θ > 1/2 case. Note that the six regions above can be
summarized into Condition (a)-(b) in Theorem 1.3. By (A.85) and using
similar proof as that for θ ≥ 1

2 we finish the proof of Theorem 3.2.
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A.20. Proof of Lemma 3.4. Introduce up(t) = up(t, εp, τp,Ω) =
∑p

j=1E
[
µ̃(j)2·

1{|Z̃(j)| ≥ t}
]
. The following lemma is proved in APPENDIX B.

Lemma A.15. For any t > 0, there are universal constants C1 > 0
and C2 > 0 such that for sufficiently large p, C1min{t, 1

Kp
√
2 log p

}√np ≤
mp(t,εp,τp,Ω)
up(t,εp,τp,Ω) ≤ C2(1+ t)

√
np and mp(t, εp, τp,Ω) ≤ C2(1+ t)K

2
pτ

2
pn

−1/2
p pF̃ (t),

where F̃ (t) is defined in Lemma A.2.

The following lemma is proved in Section A.21.

Lemma A.16. There is a constant C > 0 such that with probability at
least 1− o(1/p), for all 0 ≤ t ≤

√
2 log(p),

√
np|Mp(t, Z̃, µ)−mp(t, εp, τp,Ω)| ≤ CK5

p(log p)
13/4

√
pF̃ (t),(A.86)

|Vp(t, Z̃, µ)− vp(t, εp, τp,Ω)| ≤ CK4
p(log p)

3/2
√
pF̃ (t).(A.87)

Write for short Ṽp(t) = Vp(t, Z̃,Ω), M̃p(t) = Mp(t, Z̃,Ω, µ), mp(t) =

mp(t, εp, τp,Ω), vp(t) = vp(t, εp, τp,Ω), S̃ep(t) = S̃ep(t, εp, τp,Ω), Sep(t) =

Sep(t, Z̃, µ,Ω), F̃ (t) = F̃ (t, εp, τp,Ω) and F̃p(t) = F̃p(t, Z̃, µ,Ω). We consider

the two cases 1) t > τp + s̃p or pF̃ (t) ≤ K8
p(log p)

4, and 2) t ≤ τp + s̃p and

pF̃ (t) > K8
p(log p)

4, separately, where s̃p is defined in Lemma A.4.

Consider the first case. It suffices to show (1a) p(θ−1)/2S̃ep(t) ≤ Lpp
−1/2+

Lpp
−max{4β−2r,3β+r}/4 and (1b) p(θ−1)/2Sep(t) ≤ Lpp

−max{4β−2r,3β+r}/4 +
Lpp

−1/2. Claim (1a) can be proved using the same arguments as in Lemma
2.1, so we only need to prove (1b).

Consider (1b). Let η be a p× 1 vector such that η(j) = 1{(Ωµ̂Z̃t )(j) 6= 0},
1 ≤ j ≤ p. Also, for any p × 1 vectors x and y, let x ◦ y be the p × 1
vector such that (x ◦ y)(j) = x(j)y(j), 1 ≤ j ≤ p. By definitions, it

is seen that M̃p(t) = (µ̂Z̃t )
′Ωµ = (µ̂Z̃t )

′Ω(µ ◦ η). Using Cauchy-Schwartz

inequality, |M̃p(t)| ≤
(
(µ̂Z̃t )

′Ωµ̂Z̃t
)1/2(

(µ ◦ η)′Ω(µ ◦ η)
)1/2

. Recalling that

Ṽp(t) = (µ̂Z̃t )
′Ωµ̂Z̃t , it follows that

|Sep(t)| = 2|M̃p(t)|(Vp(t))−1/2 ≤ 2
(
(µ ◦ η)′Ω(µ ◦ η)

)1/2
.

Since the largest eigenvalue of Ω is no greater than Kp, the last term above

≤ 2K
1/2
p ‖µ◦η‖ and so |Sep(t)| ≤ 2K

1/2
p ‖µ◦η‖. At the same time, by Lemma

3.1, with probability at least 1− o(1/p), pF̃p(t) ≤ p|F̃p(t)− F̃ (t)|+ pF̃ (t) ≤
Lp(pF̃ (t))

1/2 + pF̃ (t) ≤ Lpp
1−max{4β−2r,3β+r}/2 if t ≥ τp + s̃p. Similarly, we
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can show that pF̃p(t) ≤ Lp if pF̃ (t) ≤ K8
p(log p)

4. Thus, in case (1b) we have

pF̃p(t) ≤ Lpp
1−max{4β−2r,3β+r}/2 + Lp. By definitions, this implies that µ̂Z̃t

has no more than Lpp
1−max{4β−2r,3β+r}/2+Lp non-zero coordinates. Since Ω

is Kp-sparse, η also has no more than Lpp
1−max{4β−2r,3β+r}/2 + Lp nonzero

coordinates. Therefore, ‖µ ◦ η‖ ≤ Lpp
1−θ
2

−max{4β−2r,3β+r}/4 + Lpp
−θ/2, and

(1b) follows from the assumption that Kp ≤ Lp.
Consider the second case. Denote h(t) = vp(t)/Ṽp(t). The key is to show

(A.88) |h(t)− 1| ≤ Lp(pF̃ (t))
−1/2.

Towards this end, we write |h(t) − 1| = I · II · h(t) · (pF̃ (t))−1/2, where
I = |Ṽp(t) − vp(t)|(pF̃ (t))−1/2, and II = (pF̃ (t))/vp(t). First, by Lemma
A.16, I ≤ Lp with probability at least 1 − o(1/p). Second, by Lemma A.4,
II ≤ C with some constant C > 0 whose value depends on whether r < β
and t ≤ τp+ s̃p or r ≥ β. Last, by Lemma A.16 and (A.87), with probability

at least 1−o(1/p), Ṽp(t)/vp(t) ≥ 1−CK4(log p)3/2 (pF̃ (t))1/2

vp(t)
≥ 1−o(1), where

we note that pF̃ (t) ≥ K8
p(log p)

4 and CK4
p(log(p))

3/2(pF̃ (t))1/2(vp(t))
−1 .

K4
p(log(p))

3/2(pF̃ (t))−1/2 = o(1). As a result, with probability at least 1 −
o(1/p), h(t) =

Ṽp(t)
vp(t)

. 1. Combining these gives (A.88).
Next, write

(A.89) |Sep(t)− S̃ep(t)| = | M̃p(t)√
Ṽp(t)

− mp(t)√
vp(t)

| ≤ III + IV,

where III = |M̃p(t)−mp(t)|
√
h(t)/

√
vp(t) and IV = mp(t)|

√
h(t)−1|/

√
vp(t).

Recall that h(t) . 1 + Lp and that CpF̃ (t) ≤ vp(t). It follows from Lemma
A.16 that with probability at least 1−o(1/p), III . |M̃p(t)−mp(t)|(pF̄p(t))

−1/2 ≤
Lpn

−1/2
p . At the same time, note that IV ≤ |h(t)−1|mp(t)(vp(t))

−1/2. On one

hand, by Lemmas A.4 and A.15, mp(t) ≤ Lpn
1/2
p up(t) ≤ LpK

2
pn

−1/2
p pF̃ (t).

On the other hand, since vp(t) ≥ CpF̃ (t), by (A.88), we have IV ≤ Lpn
−1/2
p

with probability at leats 1− o(1/p). Combining these with (A.89) gives the
claim.

By going through the proof above we see that if further Ω ∈ M̃∗
p (a, b,Kp),

then the two cases at the very beginning can be reduced to 1) pF̃ (t) ≤
K8

p(log p)
4, and 2) pF̃ (t) > K8

p(log p)
4, and the claim |Sep(t) − S̃ep(t)| ≤

Lpn
−1/2
p can be proved using the same arguments. Thus, Lemma 3.4 is

proved.
�
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A.21. Proof of Lemma A.16. Write for short M̃p(t) =Mp(t, Z̃, µ,Ω),
Ṽp(t) = Vp(t, Z̃,Ω), mp(t) = mp(t, εp, τp,Ω), and vp(t) = E[Vp(t, Z̃,Ω)]. The
following lemma is proved in Section A.22.

Lemma A.17. For any t ∈ (0,
√
2 log p],

P
(√

np|M̃p(t)−mp(t)| ≥ K3
pλ
)

≤ K3
p exp

(
− λ2c2

2Kp

√
2 log(p)npmp(t)

ψ
( λc2√

npmp(t)

))
,

P
(
|Ṽp(t)− vp(t)| ≥ K3

pλ
)
≤ K3

p exp

(
− λ2

4KppF̃ (t)
ψ
( λ

2KppF̃ (t)

))
,

where ψ is as in Bennett’s lemma [3, Page 851].

Since the proofs are very similar, we only show the first one. The goal is to
show that with probability 1−o(1/p3), |M̃p(t)−mp(t)| ≤ CK5

p(log(p))
13/4(pF̃ (t))1/2

for any 0 ≤ t ≤
√

2 log(p). Once this is shown, we lay out an evenly spaced
grid on [0,

√
2 log(p)] with an inter-distance of 1/p, and the claim follows by

similar argument as in the proof of Lemma 3.1.

Since Lemma A.15 ensures thatmp(t) ≤ CK2
p(log p)

3/2pn
−1/2
p F̃ (t), by the

monotonicity of xψ(x) and Lemma A.17,

P
(√

np|M̃p(t)−mp(t)| ≥ K3
pλ
)

(A.90)

≤ K3
p exp

(
− λ2c2

2CK3
p(log p)

2pF̃ (t)
ψ(

λc2

CK2
p(log p)

3/2pF̃ (t)
)
)
.

We now show the desired claim for the case pF̃ (t) ≥ (log(p))5/4 and the case
pF̃ (t) < (log(p))5/4 separately.

Consider the first case. Let λ = CK2
p(log p)

3/2
√
pF̃ (t). Direct calculations

show that λ/[K2
p(log p)

3/2pF̃ (t)] ≤ C(pF̃ (t))−1/2 and λ2/[K3
p(log p)

2pF̃ (t)] ≥
C2 log(p)Kp. By (A.90) and noting that limx→0+ ψ(x) = 1,

P

(
√
np|M̃p(t)−mp(t)| ≥ CK5

p(log p)
3/2
√
pF̃ (t)}

)
≤ K3

p exp
(
− C2Kp(log p)

2

)
≤ o(1/p3).

Consider the second case. Let λ = CK2
p(log p)

3. It is seen that λ/[K2
p(log p)

3/2pF̃ (t)] ≥
C(log(p))3/2/(pF̃ (t)). Using Lemma A.17 where we note that ψ(x) ∼ log(x)

x
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when x→ ∞ [3, Page 852],

P
(√

np|M̃p(t)−mp(t)| ≥ CK5
p(log p)

3
)
≤ K3

p exp
(
− C(log p)

2

)
≤ o(1/p3).

This together with pF̃ (t) & p(1−Kpεp)Ψ̄(t) & (log p)−1/2 yields the desired
claim. �

A.22. Proof of Lemma A.17. Since the proofs are similar, we only
show the first one. By Lemma 1.1, we can partition {1, · · · , p} into N =
N1N2 ≤ K3

p sets R1, · · · , RN such that for any fixed index 1 ≤ k ≤ N , the

collection of bivariate random variables {(µ̃(j), Z̃(j)) : j ∈ Rk} are indepen-
dent of each other. Recall that M̃p(t) =

∑p
j=1 µ̃(j)sgn(Z̃(j))1{|Z̃(j)| ≥ t}

and mp(t) = E[M̃p(t)]. The partition allows us to write M̃p(t) − mp(t) =∑N
k=1[M̃

(k)
p (t) −m

(k)
p (t)], where M

(k)
p (t) =

∑
j∈Rk

µ̃(j)sgn(Z̃(j))1{|Z̃(j)| ≥
t} and m

(k)
p (t) = E[M

(k)
p (t)], 1 ≤ k ≤ N . It follows that for any λ > 0,

(A.91) P (
√
np|M̃p(t)−mp(t)| ≥ Nλ) ≤

N∑
k=1

P (
√
np|M̃ (k)

p (t)−m(k)
p (t)| ≥ λ).

Fix 1 ≤ k ≤ N , using Bennett’s inequality [3, Page 851],

P (
√
np|M̃ (k)

p (t)−m(k)
p (t)| ≥ λ) ≤ exp

(
− λ2

2|Rk|σ2k
ψ
(λKp

√
2 log p

|Rk|σ2k

))
,

where ψ is as in [3, Page 851], and |Rk|σ2k is the variance of
√
npM̃

(k)
p (t).

Using Lemma A.15, |Rk|σ2k ≤ npup(t) ≤ c−1
2 Kp

√
2 log(p)npmp(t). By the

monotonicity of the function xψ(x) [3, Page 851], it follows that

P
(√

np|M̃ (k)
p (t)−m(k)

p (t)| ≥ λ
)
≤ exp

(
− λ2c2

2Kp

√
2 log(p)npmp(t)

ψ
( λc2√

npmp(t)

))
.

Inserting this into (A.91), the claim follows by recalling N ≤ K3
p . �

A.23. Proof of Lemma 3.5. Write for short M̂p(t) = Mp(t, Ẑ, µ,Ω),
M̃p(t) =Mp(t, Z̃, µ,Ω), V̂p(t) = Vp(t, Ẑ,Ω), and Ṽp(t) = Vp(t, Z̃,Ω), mp(t) =
mp(t, εp, τp,Ω), and vp(t) = vp(t, εp, τp,Ω). We discuss the case 1) t > τp+ s̃p
or pF̃ (t) ≤ K10

p (log p)7 and the case 2) t ≤ τp + s̃p and pF̃ (t) > K10
p (log p)7

separately.
Consider the first case. First, in the proof of Lemma 3.4, we have shown

that Sep(t, Z̃, µ,Ω) ≤ Lpp
1−θ
2

− 1
4
max{4β−2r,3β+r} +Lpp

−θ/2. Second, by simi-
lar argument as in the proof Lemma 3.4 part (1b), and using Lemma 3.3, we
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can prove that Sep(t, Ẑ, µ, Ω̂) ≤ Lpp
1−θ
2

− 1
4
max{4β−2r,3β+r} + Lpp

−θ/2. Com-
bining these gives the claim.

Consider the second case. The key is that with probability at least 1 −
o(1/p),

max{√np|M̂p(t)− M̃p(t)|, |V̂p(t)− Ṽp(t)|} ≤ Lp · [p1−θ/2F̃ (t) + (pF̃ (t))1/2],

(A.92)

max{|(Ṽp(t)− vp(t))/vp(t)|, |
√
np(M̃p(t)−mp(t))/vp(t)|} = o(1).

(A.93)

for all t ≤ τp + s̃p. To see (A.92), note that |M̂p(t) − M̃p(t)| = |(µ̂Ẑt −
µ̂Z̃t )

′Ωµ| ≤ ‖µ̂Ẑt − µ̂Z̃t ‖1 · ‖Ωµ‖∞, where by the Kp-sparsity of Ω, ‖Ωµ‖∞ ≤
Kpτpn

−1/2
p , and so |M̂p(t) − M̃p(t)| ≤ Kpτpn

−1/2
p ‖µ̂Ẑt − µ̂Z̃t ‖1. Similarly,

‖Ω(µ̂Ẑt + µ̂Z̃t )‖∞ ≤ ‖Ω‖1‖µ̂Ẑt + µ̂Z̃t ‖∞ ≤ 2Kp, and so |V̂p(t) − Ṽp(t)| ≤
|(µ̂Ẑt − µ̂Z̃t )

′Ω(µ̂Ẑt + µ̂Z̃t )| ≤ 2Kp‖µ̂Ẑt − µ̂Z̃t ‖1. By similar argument as in the
proof of Lemma 3.3, it is seen that with probability at least 1 − o(1/p),

‖µ̂Ẑt − µ̂Z̃t ‖1 ≤ pGp(t), where Gp(t) is defined therein. It is shown in Lemma

3.3 that Gp(t) ≤ CK4
p(log p)

3/2p−θ/2F̃ (t) + CK3
p(log p)

2p−1/2(F̃ (t))1/2 with
probability at least 1− o(1/p). Combining these gives (A.92).

To see (A.93), note that by Lemma A.16, with probability at least 1 −
o(1/p),

(A.94) |Ṽp(t)− vp(t)| ≤ CK4
p((log(p))

3/2(pF̃ (t))1/2.

Recall that by Lemma A.4, vp(t) ≥ CpF̃ (t) with some constant C > 0
whose value depends on whether r < β or r ≥ β. Combining this with
the fact that pF̃ (t) ≥ K10

p (log p)7 for all t ≤ τp + s̃p, it is seen that

CK4
p((log(p))

3/2(pF̃ (t))1/2 = o(pF̃ (t)) = o(vp(t)). Inserting this into (A.94)

gives that |(Ṽp(t)− vp(t))/vp(t)| = o(1) with probability at least 1− o(1/p).
By similar argument, |√np(M̃p(t)−mp(t))/vp(t)| = o(1) with probability at
least 1− o(1/p). Combining these gives (A.93).

We now proceed to show the lemma in the second case. Let h(t) =
V̂p(t)/Ṽp(t). Write
(A.95)√

np|Sep(t, Ẑ, µ, Ω̂)− Sep(t, Z̃, µ,Ω)| ≤
√
1/h(t) · I + |

√
1/h(t)− 1| · II,

where I =
√
np|M̂p(t) − M̃p(t)|(Ṽp(t))−1/2 and II =

√
npM̃p(t)(Ṽp(t))

−1/2.

Recall that by Lemmas A.4 and A.15,
√
npmp(t) ≤ K2

p(log p)
3/2pF̃ (t) .
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K2
p(log p)

3/2vp(t). Using Lemma A.4 and (A.92)-(A.93),

|h(t)− 1| = pF̃ (t)

vp(t)

vp(t)

Ṽp(t)
|Ṽp(t)− V̂p(t)|(pF̃ (t))−1 ≤ Lp[p

−θ/2 + (log p)5/2(pF̃ (t))−1/2],

I ≤ Lp(pF̃ (t)/vp(t))
1/2(pF̃ (t))−1/2[p1−θ/2F̃ (t)+(pF̃ (t))1/2] ≤ Lp·[p−θ/2(pF̃ (t))1/2+1],

and

II . (pF̃ (t)/vp(t))(pF̃ (t))
−1√np[|M̃p(t)−mp(t)|+mp(t)] ≤ Lp.

Recall that pF̃ (t) ≥ K10
p (log p)7. This together with the inequality above for

h(t) ensures that |h(t)− 1| ≤ o(1). Inserting these into (A.95) gives

|Sep(t, Ẑ, µ, Ω̂)− Sep(t, Z̃, µ,Ω)| ≤ Lp · n−1/2
p [p−θ/2(pF̃ (t))1/2 + 1],

and the claim follows.
Similarly to Lemma 3.4, we see that if in addition Ω ∈ M̃∗

p (a, b,Kp), then

the term Lpp
1−θ
2

− 1
4
max{4β−2r,3β+r} in the upper bound of the claim can be

removed using the same proof as above. This concludes the proof of the
lemma. �

APPENDIX B: PROOFS FOR SECONDARY LEMMAS

B.1. Proof of Lemma A.3. Note that P (|X| ≥ t, |Y | ≥ t) = P (X ≥
t, Y ≥ t) + P (−X ≥ t, Y ≥ t) + P (X ≥ t,−Y ≥ t) + P (−X ≥ t,−Y ≥ t) ≡
I1 + I2 + I3 + I4. Consider I3. Define Ỹ = 2τ − Y . Then (X, Ỹ ) has joint
normal distribution with mean (0, τ) and correlation −ρ. Since τ ≥ 0, it is
seen that I3 = P (X ≥ t, Ỹ ≥ t + 2τ) ≤ P (X ≥ t, Ỹ ≥ t). Similarly, we can
obtain that I4 ≤ P (X̃ ≥ t, Ỹ ≥ t) with X̃ = −X and Ỹ = 2τ − Y . So we
only need to bound I1 and I2.

Since the proofs are similar, we only show the case ρ ≥ 0. Write P (X ≥
t|Y ≥ t) = P (X ≥ t, Y ≥ t)/P (Y ≥ t). First, by elementary calculus,

P (X ≥ t, Y ≥ t) ≤

{
Cexp(− t2

2 ), (t− τ) ≤ ρt,

Cexp(− t2−2ρt(t−τ)+(t−τ)2

2(1−ρ2)
), (t− τ) ≥ ρt.

Second, note that when 0 ≤ t ≤ τ , P (Y ≥ t) ≥ 1/2, and that when t ≥ τ ,
P (Y ≥ t) = Φ̄(t−τ) ≥ C[1+(t−τ)]−1φ(t−τ) (e.g., by Mills’ ratio [4]), where
we note that [1 + (t − τ)]−1 ≥ (1 + t)−1. Combining these with elementary
algebra,

P (X ≥ t|Y ≥ t) ≤


Cexp(−t2/2), 0 ≤ t ≤ τ,

C(1 + t)exp(− t2−(t−τ)2

2 ), τ < t < τ
1−ρ ,

C(1 + t)exp(− ((1−ρ)t+ρτ)2

2(1−ρ2)
), t > 1

1−ρτ.
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Since 0 ≤ ρ ≤ a, the claim follows by basic algebra. �

B.2. Proof of Lemma A.7. Define f(t) = (1 + t) exp
(
− ãt2

2

)
W̃0(t)

with ã = (1−a)/(1+a). We separate the cases of q ≤ r and q > r. In the first
case, Ψ̄τp(tp(q)) = Φ̄(tp(q) − τp) + Φ̄(tp(q) + τp) ∼ C, where C > 0 is some
constant. At the same time, by Mills’ ratio we have Φ̄(tp(q)) ∼ p−q/tp(q)
as p → ∞. Thus Ψ̄(tp(q)) ∼ 2p−q/tp(q). Combining these and noting that
exp(− ã

2 tp(q)
2) = p−ãq, tp(q) = Lp, and εp = p−β, we obtain that as p→ ∞,

(B.1) f(tp(q)) ∼ Lpp
−ãq−β/

√
p−q + p−β, if q ≤ r.

In the second case, by Mills’ ratio we have Ψ̄τp(tp(q)) ∼ Lpp
−(

√
q−

√
r)2 . Thus,

similarly we have

(B.2) f(tp(q)) ∼ Lpp
−ãq−β−(

√
q−

√
r)2/

√
p−q + p−β−(

√
q−

√
r)2 , if q > r.

Define δ̃(q; r, β) = β + (
√
q −

√
r)2 if q ≤ r, and δ̃(q; r, β) = β if q > r.

Then combining (B.1) with (B.2) yields

f(tp(q)) ∼ Lpp
−ãq−δ̃(q;r,β)/

√
p−q + p−δ̃(q;r,β).

Since r < β, direct calculation shows that

sup
0<q<1

f(tp(q)) ∼ Lpp
−c̃0(β,r,a)−δ(β,r) = Lpp

−c̃0(β,r,a) sup
0<q<1

W̃0(tp(q)), as p→ ∞,

where c̃0(β, r, a) is defined in (2.12).

B.3. Proof of Lemma A.10. Write h(t) = Φ̄(t)/φ(t) for short. For
positive functions f(t) and g(t) defined over (0,∞), we say that f(t) �
g(t) if there are constants C2 > C1 > 0 such that C1 ≤ f(t)/g(t) ≤ C2

for all t > 0. The following claims can be proved by elementary calculus
and Mills’ ratio [4] so we omit the proof. (a) h(t) � Cmin{1, 1/t}, (b)
h′(t)/h(t) = t− 1/h(t) and (t−1 − t−3) < h(t) < (t−1 − t−3 + 6t−5), and (c)
h′(−t)/h(−t) ≤ −Cmax{1, t} for all t > 0.

To show the lemma, it suffices to show that m′
2(t) < 0 for all t > 0. Write

m2(t) =
1

h(t)

Φ̄(t− τp) + Φ̄(t+ τp)

φ(t− τp) + φ(t+ τp)
≡ 1

h(t)

h(t− τp)φ(t− τp) + h(t+ τp)φ(t+ τp)

φ(t− τp) + φ(t+ τp)
.

We show this for the case of t ≥ τp and the case of t < τp separately.
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Consider the first case. By direct calculations, it is seen
(B.3)

m2(t) =
1

1 + e−2τpt
[h(t−τp)/h(t)]+

e−2τpt

1 + e−2τpt
[h(t+τp)/h(t)] ≡ m2a(t)+m2b(t).

Write for short ξ(t) = h′(t− τp)/h(t− τp)−h′(t)/h(t). By (a)-(b) and direct
calculations,

|m′
2b(t)| ≤ Cτpe

−tτp , m′
2a(t) = ξ(t)[h(t− τp)/h(t)] +O(τpte

−τpt),

where we note h(t − τp)/h(t) ≥ C. Note that the claim follows trivially
if t ≤ τp + 3. Therefore, to show the claim, it is sufficient to show ξ(t) ≤
−Cτ−1

p min{1, (τp/t)2} for all t > τp+3. Toward this end, note that by basic
algebra and (b),

ξ(t) = −τp−
1

h(t− τp)
+

1

h(t)
≤ −τp−

(t− τp)

(1− (t− τp)−2 + 6(t− τp)−4)
+

t

1− t−2
.

By basic algebra, we have that for sufficiently large τp and t > τp + 3,

ξ(t) ≤ −(t− τp)
−1
[ 1− 6(t− τp)

−2

1− (t− τp)−2 + 6(t− τp)−4

]
+ 1/t+ 2t−3.

The claim now follows from elementary calculus.
Consider the second case. Rewrite

m2(t) =
1

[1 + e−2τpt]h(t)
h(t−τp)+

e−2τpt

1 + e−2τpt

h(t+ τp)

h(t)
≡ m2c(t)h(t−τp)+m2d(t),

and so
m′

2(t) = m′
2c(t)h(t− τp) +m2c(t)h

′(t− τp) +m′
2d(t).

Similarly, by (a)-(c),

|m′
2d(t)| ≤ Cτ−1

p , m′
2c(t) ≤ C, m2c(t)h

′(t−τp) ≤ −Cmax{1, t}·max{1, (τp−t)}h(t−τp).

Combining these gives

m′
2(t) ≤ C[−max{1, t} ·max{1, (τp − t)}+ C]h(t− τp) + C.

Since h(t − τp) ≥ C, it is seen that m′
2(t) < 0 for sufficiently large τp and

the claim follows.
The second claim m2(t) > 1 follows directly from the first claim and

limt→∞m2(t) = 1, which can be obtained immediately by (B.3). �
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B.4. Proof of Lemma A.15. Recall that Φ̄ = 1 − Φ is the survival
function of N(0, 1). The following lemma is proved below.

Lemma B.1. For any t > 0 and u > 0, there are universal constants

C1 > 0 and C2 ≥ 1 such that C1min{t, 1u} ≤ 1
u · Φ̄(t−u)−Φ̄(t+u)

Φ̄(t−u)+Φ̄(t+u)
≤ C2(1 + t).

We now show Lemma A.15. Let µ̃ = Ωµ for short. First, by definitions,√
npmp(t) =

∑p
j=1E[

√
npµ̃(j)sgn(z̃(j))1{|Z̃(j)| ≥ t}] =

∑p
j=1E[

√
npµ̃(j)(Φ̄(t−√

npµ̃(j))− Φ̄(t+
√
npµ̃(j)))]. Noting that for any fixed t > 0, u[Φ̄(t− u)−

Φ̄(t+ u)] is a symmetric function,

(B.4)
√
npmp(t) =

p∑
j=1

E[|√npµ̃(j)|(Φ̄(t− |√npµ̃(j)|)− Φ̄(t+ |√npµ̃(j)|))].

Similarly, we have

(B.5) npup(t) =

p∑
j=1

E[npµ̃
2(j)(Φ̄(t− |√npµ̃(j)|) + Φ̄(t+ |√npµ̃(j)|))].

Since that Ω isKp-sparse and that |√npµ(j)| ≤ τp ≤
√

2 log(p), |√npµ̃(j)| =∑p
k=1 |Ω(j, k)| · |

√
npµ(k)| ≤ Kp

√
2 log(p). Comparing (B.4) and (B.5), the

first claim follows by Lemma B.1. The second claim follows easily from the
first claim and that |√npµ̃(j)| ≤ Kpτp. �

B.5. Proof of Lemma B.1. Consider the first inequality first. Let φ(·)
be the density of N(0, 1). For any real number v, write

Φ̄(t− v)

φ(t− v)
=

∫∞
0 φ(x+ (t− v))dx

φ(t+ v)
=

∫ ∞

0
e−(t−v)xe−x2/2dx,

where the right hand side is strictly monotone in v. Therefore, Φ̄(t−u)/φ(t−
u) ≥ Φ̄(t+u)/φ(t+u) or equivalently, Φ̄(t+u)/Φ̄(t−u) ≤ φ(t+u)/φ(t−u).
Combining this with basic algebra,
(B.6)

1

u

[
Φ̄(t− u)− Φ̄(t+ u)

Φ̄(t− u) + Φ̄(t+ u)

]
≥ 1

u

[
φ(t− u)− φ(t+ u)

φ(t− u) + φ(t+ u)

]
=

t

ut

[
etu − e−tu

etu + e−tu

]
.

When 0 < ut ≤ 1, the right hand side ≥ t·inf0<x<1{ 1
x
ex−e−x

ex+e−x }. When ut ≥ 1,

by the monotonicity of the function (ex − e−x)/(ex + e−x), the right hand
side ≥ (1/u) · [(etu−e−tu)/(etu+e−tu)] ≥ (1/u) · [(e−e−1)/(e+e−1)]. Letting

C1 = min{inf0<x<1{ 1
x
ex−e−x

ex+e−x }, (e− e−1)/(e+ e−1)} gives the claim.
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Consider the second inequality. When u > 1, the claim follows trivially,
so we consider the case 0 < u ≤ 1 only. By Taylor expansion, there is a
constant c3 ≥ 1 such that

(B.7)
1

u

Φ̄(t− u)− Φ̄(t+ u)

Φ̄(t− u) + Φ̄(t+ u)
≤

2umax{t−u<s<t+u}{φ(s)}
Φ̄(t− u)

≤ c3
φ(t− u)

Φ̄(t− u)
,

where in the second inequality we have used t > 0 and u < 1. At the
same time, By Mills’ ratio [4], there is a constant c4 > 0 such that Φ̄(t) ≤
c4 · (tφ(t)). Therefore, φ(t−u)/Φ̄(t−u) ≤ c4(1+ |t−u|) ≤ 2c4(1+ t). Insert
this into (B.7). The claim follows by letting C2 = max{1, 2c3c4}. �
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