
Supplementary Material to “Asymptotic Theory of
Eigenvectors for Random Matrices with Diverging Spikes”

Jianqing Fan, Yingying Fan, Xiao Han and Jinchi Lv

This Supplementary Material contains additional technical details. In particular, we present

in Section B the proofs of all the lemmas and provide in Section C some further techni-

cal details on under what regularity conditions the asymptotic normality can hold for the

asymptotic expansion in Theorem 5. Section D contains the technical details on relaxing the

spike strength condition when considering scenario ii) of Condition 2 in place of scenario i),

as well as the proof sketch for results in Section 4.2.

B Proofs of technical lemmas

B.1 Proof of Lemma 1

Let x = (x1, · · · , xn)T and y = (y1, · · · , yn)T be two arbitrary n-dimensional unit vectors.

Since W is a symmetric random matrix of independent entries above the diagonal, it is easy

to show that

xTWy− xTEWy =
∑

1≤i,j≤n, i<j
wij(xiyj + xjyi) +

∑
1≤i≤n

(wii − Ewii)(xiyi) (A.1)

and

s2
n ≡ E(xTWy−xTEWy)2 =

∑
1≤i,j≤n, i<j

Ew2
ij(xiyj+xjyi)

2+
∑

1≤i≤n
E(wii−Ewii)2x2

i y
2
i . (A.2)

Since wij with 1 ≤ i < j ≤ n and wii−Ewii with 1 ≤ i ≤ n are independent random variables

with zero mean, by the Lyapunov condition (see, for example, Theorem 27.3 of Billingsley

(1995)) we can see that if

1

s3
n

 ∑
1≤i,j≤n, i<j

E|wij |3|xiyj + xjyi|3 +
∑

1≤i≤n
E|wii − Ewii|3|xiyi|3

→ 0,

then it holds that
xTWy− xTEWy

sn

D−→ N(0, 1).
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Since by assumption max1≤i,j≤n |wij | ≤ 1 and ‖x‖∞‖y‖∞ � sn, we have

1

s3
n

 ∑
1≤i,j≤n, i<j

E|wij |3|xiyj + xjyi|3 +
∑

1≤i≤n
E|wii − Ewii|3|xiyi|3


≤ 2

s3
n

 ∑
1≤i,j≤n, i<j

E|wij |2|xiyj + xjyi|3 +
∑

1≤i≤n
E|wii − Ewii|2|xiyi|3


� 2sn

s3
n

 ∑
1≤i,j≤n, i<j

E|wij |2|xiyj + xjyi|2 +
∑

1≤i≤n
E|wii − Ewii|2|xiyi|2

 ≤ 2, (A.3)

which completes the proof of Lemma 1.

B.2 Proof of Lemma 2

The technical arguments for the proof of Lemma 2 are similar to those for the proof of

Lemma 1 in Section B.1. For the case of xT (W2 − EW2)y, let us first consider the term

xTW2y. Such a term can be written as

∑
1≤k,i,l≤n

wkiwilxkyl =
∑

1≤k,i,l≤n, k>l
wkiwil(xkyl + xlyk) +

∑
1≤k,i≤n

w2
kixkyk

=
∑

1≤k,i,l≤n, k>l, k<i
wkiwil(xkyl + xlyk) +

∑
1≤k,i,l≤n, k>l, k>i

wkiwil(xkyl + xlyk)

+
∑

1≤l<k≤n
wkkwkl(xkyl + xlyk) +

∑
1≤k,i≤n

w2
kixkyk

=
∑

1≤k,i,l≤n, k>l, k<i
wkiwil(xkyl + xlyk) +

∑
1≤k,i,l≤n, i>l, i>k

wikwkl(xiyl + xlyi)

+
∑

1≤l<k≤n
wkkwkl(xkyl + xlyk) +

∑
1≤k,i≤n

w2
kixkyk

=
∑

1≤k<i≤n
wki

(
xk

∑
1≤l<k≤n

wilyl + yk
∑

1≤l<k≤n
wilxl + xi

∑
1≤l<i≤n

wklyl + yi
∑

1≤l<i≤n
wklxl

)
+

∑
1≤l<k≤n

wkkwkl(xkyl + xlyk) +
∑

1≤k<i≤n
w2
ki(xkyk + xiyi) +

∑
1≤k≤n

w2
kkxkyk. (A.4)

Then it follows from (A.4) and the independence of entries wki with 1 ≤ k ≤ i ≤ n that

ExTW2y =
∑

1≤k,i≤n, k<i
Ew2

ki(xkyk + xiyi) +
∑

1≤k≤n
Ew2

kkxkyk.

To ease the technical presentation, let us define some new notation ωkk = 2−1wkk and
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σ2
kk = Eω2

kk. We can further show that

xT (W2 − EW2)y =
∑

1≤k,i≤n, k<i
wki

[
xk

∑
1≤l<k≤n

wilyl + yk
∑

1≤l<k≤n
wilxl + xi

∑
1≤l<i≤n

wklyl

+ yi
∑

1≤l<i≤n
wklxl + Ewii(xiyk + xkyi)

]
+

∑
1≤k,i≤n, k<i

[
(w2

ki − σ2
ki)(xkyk + xiyi)

+ 2(ω2
kk − σ2

kk)(xkyk + xiyi)
]

+
∑

1≤k≤n
2(ωkk − Eωkk)

(
xk

∑
1≤l<k≤n

wklyl

+ yk
∑

1≤l<k≤n
wklxl

)
, (A.5)

where σ2
ki = Ew2

ki denotes the variance of entry wki as defined before.

We next define a σ-algebra Ft = σ{w1, · · · ,wt}, where wt = wkl with t = k+ 2−1l(l− 1)

and 1 ≤ k ≤ l ≤ n. Clearly we have t ≤ 2−1n(n + 1). In fact, there is a one to one

correspondence between t ≤ 2−1n(n+1) and (k, l) with k ≤ l. Suppose that such a statement

is not true. Then there exist two different pairs (k1, l1) and (k2, l2) with 1 ≤ k1 ≤ l1 ≤ n and

1 ≤ k2 ≤ l2 ≤ n such that

k1 +
l1(l1 − 1)

2
= k2 +

l2(l2 − 1)

2
. (A.6)

It is easy to see that we must have k1 6= k2 and l1 6= l2. Without loss of generality, let us

assume that l1 < l2. Then by (A.6), it holds that

l2(l2 − 1)

2
− l1(l1 − 1)

2
= k1 − k2 ≤ k1 − 1.

On the other hand, since l1 < l2 we have

l2(l2 − 1)

2
− l1(l1 − 1)

2
≥ l1(l1 + 1)

2
− l1(l1 − 1)

2
≥ l1 ≥ k1,

which contradicts the previous inequality. Thus we have shown that there is indeed a one to

one correspondence between t ≤ 2−1n(n+ 1) and (k, l) with k ≤ l.
Assume that t1 ≤ t2 with t1 = k1 + 2−1l1(l1− 1) and t2 = k2 + 2−1l2(l2− 1). Then using

the similar arguments we can show that l1 ≤ l2 and further k1 ≤ k2 when l1 = l2. This

means that for t = k + 2−1l(l − 1) with 1 ≤ k ≤ l ≤ n, we have Ft = σ{w1, · · · ,wt} =

σ{wij : 1 ≤ i ≤ j < l or 1 ≤ i ≤ k ≤ j = l}. With such a representation, we can see that the

expression in (A.5) is in fact a sum of martingale differences with respect to the σ-algebra

Fk+2−1i(i−1). This fact entails that for 1 ≤ k ≤ i ≤ n,

E
[
(wki − Ewki)bki + (w2

ki − Ew2
ki)cki|Fk+2−1i(i−1)−1

]
= 0,

where bki = xk
∑

1≤l<k≤nwilyl+yk
∑

1≤l<k≤nwilxl+xi
∑

1≤l<i≤nwklyl+yi
∑

1≤l<i≤nwklxl+

3



(1 − δki)Ewii(xiyk + xkyi) with δki = 1 when k = i and 0 otherwise, and cki = xkyk + xiyi.

The conditional variance is given by

∑
1≤k,i≤n, k<i

E
{[
wkibki + (w2

ki − σ2
ki)cki

]2 |Fk+2−1i(i−1)−1

}
+
∑

1≤k≤n
E
{[

(ωkk − Eωkk)bkk + 2(ω2
kk − σ2

kk)ckk
]2 |F2−1k(k+1)−1

}
=

∑
1≤k,i≤n, k≤i

σ2
kib

2
ki + 2

∑
1≤k,i≤n, k≤i

γkibkicki +
∑

1≤k,i≤n, k≤i
κkic

2
ki, (A.7)

where γki = Ew3
ki and κki = E(w2

ki − σ2
ki)

2 for k 6= i, and γkk = 2(Eω3
kk − σ2

kkEωkk) and

κkk = 4E(ω2
kk − σ2

kk)
2.

The mean of the random variable in (A.7) can be calculated as

s2
x,y = E(A.7) =

∑
1≤k,i≤n, k≤i

[
κki(xkyk + xiyi)

2 + σ2
ki

∑
1≤l<k≤n

σ2
il(xkyl + ykxl)

2

+ σ2
ki

∑
1≤l<i≤n

σ2
kl(xiyl + yixl)

2
]

+
∑

1≤k,i≤n, k≤i
σ2
ki(1− δki) [E(wii + wkk)]

2

× (xkyi + xiyk)
2. (A.8)

Moreover, the variance of the random variable in (A.7) is given by

κx,y = var(A.7) =
∑

1≤k1,i1,k2,i2≤n, k1≤i1, k2≤i2

E
{[
σ2
k1i1(z2

k1i1 − Ez2
k1i1)

+ 2γk1i1(xk1yk1 + xiyi)zk1i1
][
σ2
k2i2(z2

k2i2 − Ez2
k2i2)

+ 2γk2i2(xk2yk2 + xiyi)zk2i2
]}
, (A.9)

where zki =
∑

1≤l<k≤nwil(xkyl+ykxl)+
∑

1≤l<i≤nwkl(xiyl+yixl)+(1−δki)Ewii(xiyk+xkyi).

Let us recall the classical martingale CLT; see, for example, Lemma 9.12 of Bai and

Silverstein (2006). If a martingale difference sequence (Yt) with respect to a σ-algebra Ft
satisfies the following conditions:

a)
∑T
t=1 E(Y 2

t |Ft−1)∑T
t=1 EY 2

t

P−→ 1,

b)
∑T
t=1 E[Y 2

t I(|Yt|/
√∑T

t=1 EY 2
t |≥ε)]∑T

t=1 EY 2
t

≤
∑T
t=1 EY 4

t

ε2(
∑T
t=1 EY 2

t )2
→ 0 for any ε > 0,

then we have
∑T
t=1 Yt√∑T
t=1 EY 2

t

D−→ N(0, 1) as T → ∞, where I(·) denotes the indicator function.

It follows from the assumption of κ
1/4
x,y � sx,y that

(A.7)

E(A.7)

P−→ 1,

which shows that condition a) above is satisfied. Moreover, by the simple fact that for any
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fixed i, Ew2
liy

2
l ≤ 1, and the assumptions that sx,y →∞ and ‖x‖∞‖y‖∞ → 0, we have

∑
1≤k,i≤n, k<i

E
{
wki

[
xk

∑
1≤l<k≤n

wilyl + yk
∑

1≤l<k≤n
wilxl + xi

∑
1≤l<i≤n

wklyl

+ yi
∑

1≤l<i≤n
wklxl + Ewii(xiyk + xkyi)

]}4
+
∑

1≤k≤n
E
[
2(ωkk − Eωkk)

×
(
xk

∑
1≤l<k≤n

wklyl + yk
∑

1≤l<k≤n
wklxl

)]4

+
∑

1≤k,i≤n, k<i

{
E
[
(w2

ki − σ2
ki)(xkyk + xiyi)

]4
+ E

[
(ω2
kk − σ2

ki)(xkyk + xiyi)
]4}� s4

x,y,

which entails that condition b) above is also satisfied. Therefore, an application of the

martingale CLT concludes the proof of Lemma 2.

B.3 Further technical details on conditions of Lemma 2

Let us gain some further insights into the technical conditions in Lemma 2. Define akl =

xkyl + ykxl and note that κij = E(w2
ij − σ2

ij)
2 = Ew4

ij − σ4
ij . By the assumption of |wij | ≤ 1,

it is easy to see that 0 ≤ κij ≤ Ew4
ij ≤ Ew2

ij = σ2
ij . Then we can show that the random

variable in (A.7) subtracted by its mean s2
x,y can be represented as

(A.7)− s2
x,y =

∑
1≤k,i≤n, k≤i

σ2
ki

[ ∑
1≤l<k≤n

(w2
il − σ2

il)a
2
kl +

∑
1≤l<i≤n

(w2
kl − σ2

kl)a
2
il

+
∑

1≤l1,l2<k≤n, l1 6=l2

wil1wil2akl1akl2 +
∑

1≤l1,l2<i≤n, l1 6=l2

wkl1wkl2ail1ail2

]
+ 2

∑
1≤k,i≤n, k≤i, 1≤l1<k≤n, 1≤l2<i≤n

σ2
kiwil1wkl2akl1ail2

+ 2
∑

1≤k,i≤n, k≤i

[
γkiakk + σ2

kiaki(1− δki)Ewii
] ( ∑

1≤l<k≤n
wilakl +

∑
1≤l<i≤n

wklail

)
. (A.10)
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By (A.10) and (A.31), we have

κx,y = E
[
(A.7)− s2

x,y

]2 ≤ C{E[ ∑
1≤k,i≤n, k≤i

σ2
ki

∑
1≤l<k≤n

(w2
il − σ2

il)a
2
kl

]2

+ E
[ ∑

1≤k,i≤n, k≤i
σ2
ki

∑
1≤l<i≤n

(w2
kl − σ2

kl)a
2
il

]2
+ E

( ∑
1≤k,i≤n, k≤i

σ2
ki

∑
1≤l1,l2<k≤n, l1 6=l2

wil1wil2

× akl1akl2
)2

+ E
( ∑

1≤k,i≤n, k≤i
σ2
ki

∑
1≤l1,l2<i≤n, l1 6=l2

wkl1wkl2ail1ail2

)2

+ E
( ∑

1≤k,i≤n, k≤i, 1≤l1<k≤n, 1≤l2<i≤n
σ2
kiwil1wkl2akl1ail2

)2
+ E

∑
1≤k,i≤n, k≤i

[
γkiakk

+ σ2
kiaki(1− δki)Ewii

]( ∑
1≤l<k≤n

wilakl +
∑

1≤l<i≤n
wklail

)}
≤ C

{( ∑
1≤k,i≤n, k≤i

σ2
ki

)2( ∑
1≤l<k≤n

κila
4
kl +

∑
1≤l<i≤n

κkla
4
il

)
+

∑
1≤k1,k2,l1,l2≤n, l1 6=l2, l1<k1, l2<k2

σ2
k1iσ

2
k2iσ

2
il1σ

2
il2ak1l1ak1l2ak2l1ak2l2

+
∑

1≤k,i1,i2,l1,l2≤n, l1 6=l2<min{i1,i2}

σ2
ki1σ

2
ki2σ

2
kl1σ

2
kl2ai1l1ai1l2ai2l1ai2l2

+
∑

1≤k,i,l1,l2≤n, k<i, l1<k, l2<i
σ2
kiσ

2
il1σ

2
kl2a

2
kl1a

2
il2

+
∑

1≤k,i≤n, k<i

{
γ2
kia

2
kk + σ4

kia
2
ki(1− δki)[E(wii + wkk)]

2
}( ∑

1≤l<k≤n
σ2
ila

2
kl +

∑
1≤l<i≤n

σ2
kla

2
il

)}
= O

{
nσ8

n‖x‖4∞‖y‖4∞
}
, (A.11)

where C is some positive constant.

Given ‖x‖∞‖y‖∞ → 0, it follows from (A.8) that

s2
x,y =

∑
1≤k,i≤n, k<i

[
κki(xkyk + xiyi)

2 +
∑

1≤l<k≤n
σ2
il(xkyl + ykxl)

2

+
∑

1≤l<i≤n
σ2
kl(xiyl + yixl)

2
]

≥ σ2
min

∑
1≤k,i≤n, k<i

[ ∑
1≤l<k≤n

(xkyl + ykxl)
2 +

∑
1≤l<i≤n

(xiyl + yixl)
2
]

≥ cσ2
minn, (A.12)

where σ2
min is defined in Condition 3. Then we can exploit the upper bound on κx,y in (A.11)

and the lower bound on s2
x,y in (A.12) to simplify the conditions of Lemma 2, which can be

reduced to

‖x‖∞‖y‖∞ → 0,
α4
n‖x‖2∞‖y‖2∞
n1/2σ2

min

→ 0, and σ2
minn→∞. (A.13)

Therefore, the conclusions of Lemma 2 hold as long as condition (A.13) is satisfied.
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B.4 Proof of Lemma 3

In view of the definition of the function fk(z) defined in (10), we have

f ′k(z) = dk

{
R(vk,vk, z)−R(vk,V−k, z)

[
D−1
−k +R(V−k,V−k, z)

]−1

×R(V−k,vk, z)
}′
. (A.14)

For z ∈ [ak, bk], it follows from Lemma 5, Condition 2, and the definition of R in (6) that

∥∥R(V−k,V−k, z) + z−1I
∥∥ =

∥∥∥∥∥−
L∑
l=2

z−(l+1)VT
−kEWlV−k

∥∥∥∥∥
≤

L∑
l=2

z−(l+1)
∥∥∥VT
−kEWlV−k

∥∥∥ = O(α2
n|z|−3). (A.15)

Without loss of generality, we assume that k 6= 1. For l such that |dl| > |dk|, by (A.15) the

diagonal entry of D−1
−k +R(V−k,V−k, z) corresponding to dl is given by

d−1
l − z

−1 +O(α2
n|z|−3) = (z − dl)/(zdl) +O(α2

n|z|−3).

By Condition 2, there exists some positive constant c such that max{|ak|, |bk|} ≤ (1− c)|dl|.
It follows that |(z− dl)/(zdl)| ≥ c/|z| and thus |(z− dl)/(zdl) +O(α2

n|z|−3)|−1 = O(|z|). For

the remaining diagonal entry with |dl| < |dk|, there exists some positive constant c1 such

that min{|ak|, |bk|} ≥ (1 + c1)|dl| and similarly we have |(z − dl)/(zdl) + O(α2
n|z|−3)|−1 =

O(|z|). Thus it follows from (A.15) that the off diagonal entries of D−1
−k +R(V−k,V−k, z)

are dominated by the diagonal ones, leading to∥∥∥[D−1
−k +R(V−k,V−k, z)

]−1
∥∥∥ = O(|z|) (A.16)

for all z ∈ [ak, bk].

Next an application of Lemma 5 gives

R′(vk,vk, z) =

L∑
l=0, l 6=1

l + 1

zl+2
vTk EWlvk =

1

z2
+O(α2

n|z|−4).

By (A.14) and Condition 2, we have{
R(vk,V−k, z)

[
D−1
−k +R(V−k,V−k, z)

]−1R(V−k,vk, z)
}′

= O(α4
n|z|−6) = o(α2

n|z|−4).

Thus in view of (A.14), it holds that

f ′k(z) = dkz
−2 [1 + o(1)] (A.17)
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for z ∈ [ak, bk]. We can see from (A.17) that fk(z) is a monotone function over z ∈ [ak, bk]

when matrix size n is large enough.

Now recall that

fk(dk) = 1+dk

{
R(vk,vk, dk)−R(vk,V−k, dk)

[
D−1
−k +R(V−k,V−k, dk)

]−1R(V−k,vk, dk)
}
.

By Lemma 5, we have

1 + dkR(vk,vk, dk) = 1−
L∑

l=0, l 6=1

1

dlk
vTk EWlvk = O(α2

nd
−2
k )

and

dkR(vk,V−k, dk)
[
D−1
−k +R(V−k,V−k, dk)

]−1R(V−k,vk, dk) = O(α2
nd
−2
k ).

Thus it holds that fk(dk) = O(α2
nd
−2
k ) = o(1). Noticing that the derivative f ′k(z) =

dkz
−2 [1 + o(1)] ∼ dkz

−2 ∼ |dk|−1 and by the mean value theorem, we have fk(ak) ∼
o(1)+ |dk|−1(ak−dk) and fk(bk) ∼ o(1)+ |dk|−1(bk−dk), where ∼ represents the asymptotic

order. Therefore, we see that fk(ak)fk(bk) < 0 and consequently the equation fk(z) = 0

has a unique solution for z ∈ [ak, bk], which solution satisfies that tk = dk + o(dk). This

completes the proof of Lemma 3.

B.5 Proof of Lemma 4

The asymptotic bounds characterized in Lemma 4 play a key role in establishing the more

general asymptotic theory in Theorems 4 and 5. We first assume that all the diagonal entries

of W = (wij)1≤i,j≤n are zero, that is, wii = 0. The general case of possibly wii 6= 0 will

be dealt with later. The main idea of the proof is to calculate the moments by counting

the number of nonzero terms involved in E(xTWly−ExTWly)2, which is a frequently used

idea in random matrix theory; see, for example, Chapter 2 of Bai and Silverstein (2006).

An important difference is that bounding the order of E(xTWly − ExTWly)2 by simply

counting the number of nonzero terms inside is too rough for our setting since the variances

of the entries of W can be very different from each other. Observe that the nonzero terms

of the variance involve the product of wmij with m ≥ 2. We thus collect all such terms with

the same index i but different index j, which means that we will bound
∑n

j=1 E|wij |m ≤ α2
n

instead of using E|wij |m ≤ 1. Then we can obtain a more accurate order since α2
n can be

much smaller than n in general. Our technical arguments here provide useful refinements to

the classical idea of counting the number of nonzero terms from the random matrix theory.

Let x = (x1, · · · , xn)T and y = (y1, · · · , yn)T be two arbitrary n-dimensional unit vectors,
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and l ≥ 1 an integer. Expanding E(xTWly− ExTWly)2 yields

E(xTWly− ExTWly)2

=
∑

1≤i1,··· ,il+1,j1,··· ,jl+1≤n,
is 6=is+1, js 6=js+1, 1≤s≤l

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
. (A.18)

Let i = (i1, · · · , il+1) and j = (j1, · · · , jl+1) be two vectors taking values in {1, · · · , n}l+1.

For any given vector i, we define a graph Gi whose vertices represent distinct values of the

components of i. Vertices is and is+1 of Gi are connected by undirected edges for 1 ≤ s ≤ l.
Similarly we can also define graph Gj corresponding to j. It can be seen that Gi is a connected

graph, which means that there exists some path from is to is′ for any 1 ≤ s 6= s′ ≤ n. Thus

for each product

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
, (A.19)

there exists a corresponding graph Gi ∪ Gj. If Gi ∪ Gj is not a connected graph, then the

corresponding expectation

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
= 0.

This shows that in order to calculate the order of E(xTWly − ExTWly)2, it suffices to

consider the scenario of connected graphs Gi ∪ Gj.
To analyze the term in (A.59), let us calculate how many distinct vertices are contained

in the connected graph Gi ∪ Gj. Since there are 2l edges in Gi ∪ Gj and Ewss′ = 0 for s 6= s′,

in order to get a nonzero value of (A.59) each edge in Gi ∪Gj has at least one copy. Thus for

each nonzero (A.59), we have l distinct edges in Gi ∪ Gj. Since graph Gi ∪ Gj is connected,

there are at most l+ 1 distinct vertices in Gi∪Gj. Denote by S the set of all such pairs (i, j).

Combining the above arguments, we can conclude that

(A.18) =
∑

(i,j)∈S

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
. (A.20)

For notational simplicity, we denote j1, · · · , jl+1 by il+2, · · · , i2l+2 and define ĩ = (i1, · · · , il+1,

j1, · · · , jl+1) = (i1, · · · , i2l+2). We also denote Gi ∪ Gj by F
ĩ

which has at most l+ 1 distinct

9



vertices and l distinct edges, with each edge having at least two copies. Then it holds that

|(A.60)| =
∣∣∣ ∑
F
ĩ
, ĩ∈S

E
[
(xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1
)

× (xil+2
wil+2il+3

wil+3il+4
· · ·wi2l+1i2l+2

yi2l+2
− Exil+2

wil+2il+3
wil+3il+4

· · ·wi2l+1i2l+2
yi2l+2

)
]∣∣∣

≤
∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1
xil+2

wil+2il+3
wil+3il+4

· · ·wi2l+1i2l+2
yi2l+2

∣∣
+

∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1

∣∣E∣∣xil+2
wil+2il+3

wil+3il+4
· · ·wi2l+1i2l+2

yi2l+2

∣∣. (A.21)

Observe that each expectation in (A.61) involves the product of some independent ran-

dom variables, and xi1wi1i2wi2i3 · · ·wilil+1
yil+1

and xil+2
wil+2il+3

wil+3il+4
· · ·wi2l+1i2l+2

yi2l+2

may share some dependency through factors wm1
ab and wm2

ab , respectively, for some wab and

nonnegative integers m1 and m2. Thus in light of the inequality

E|wab|m1E|wab|m2 ≤ E|wab|m1+m2 ,

we can further bound (A.61) as

(A.61) ≤ 2
∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1
xil+2

wil+2il+3
wil+3il+4

· · ·

× wi2l+1i2l+2
yi2l+2

∣∣. (A.22)

To facilitate our technical presentation, let us introduce some additional notation. Denote

by ψ(2l+2) the set of partitions of the edges {(i1, i2), (i2, i3), · · · , (i2l+1, i2l+2)} and ψ≥2(2l+

2) the subset of ψ(2l + 2) whose blocks have size at least two. Let P (̃i) ∈ ψ≥2(2l + 2) be

the partition of {(i1, i2), (i2, i3), · · · , (i2l+1, i2l+2)} that is associated with the equivalence

relation (is1 , is1+1) ∼ (is2 , is2+1) which is defined as if and only if (is1 , is1+1) = (is2 , is2+1) or

(is1 , is1+1) = (is2+1, is2). Denote by |P (̃i)| = m the number of groups in the partition P (̃i)

such that the edges are equivalent within each group. We further denote the distinct edges

in the partition P (̃i) as (s1, s2), (s3, s4), · · · , (s2m−1, s2m) and the corresponding counts in

each group as r1, · · · , rm, and define s̃ = (s1, s2, · · · , s2m). For the vertices, let φ(2m) be the

set of partitions of {1, 2, · · · , 2m} and Q(s̃) ∈ φ(2m) the partition that is associated with the

equivalence relation a ∼ b which is defined as if and only if sa = sb. Note that s2j−1 6= s2j

10



since the diagonal entries of W are assumed to be zero for the moment. Then we have

∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1
xil+2

wil+2il+3
wil+3il+4

· · ·wi2l+1i2l+2
yi2l+2

∣∣
≤

∑
1≤|P (ĩ)|=m≤l
P (ĩ)∈ψ≥2(2l+2)

∑
ĩ with partition P (ĩ)

r1,··· ,rm≥2

∑
Q(s̃)∈φ(2m)

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

|xi1yil+1
xil+2

yi2l+2
|

×
m∏
j=1

E
∣∣ws2j−1s2j |rj . (A.23)

We denote by Fs̃ the graph constructed by the edges of s̃. Since the edges in s̃ are the

same as those of the graph F
ĩ
, we see that Fs̃ is also a connected graph. In view of (A.63),

putting term |xi1yil+1
xil+2

yi2l+2
| aside we need to analyze the summation

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

m∏
j=1

E
∣∣ws2j−1s2j |rj .

If index s2k−1 satisfies that s2k−1 6= s for all s ∈ {s1, · · · , s2m} \ {s2k−1}, that is, index s2k−1

appears only in one ws2j−1s2j , we call s2k−1 a single index (or single vertex). If there exists

some single index s2k−1, then we have

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

m∏
j=1

E
∣∣ws2j−1s2j |rj

≤
∑

s̃\{s2k−1} with partition Q(s̃\{s2k−1})
1≤s1,··· ,s2k−2,s2k+2,s2m≤n

s2k=sj for some 1≤j≤2m

m∏
j=1

E
∣∣ws2j−1s2j |rj

n∑
s2k−1=1

E
∣∣ws2k−1s2k |

rk . (A.24)

Note that since graph Fs̃ is connected and index s2k−1 is single, there exists some j such

that sj = s2k, which means that in the summation
∑n

s2k−1=1 E
∣∣ws2k−1s2k |rk index s2k is fixed.

It follows from the definition of αn, |wij | ≤ 1, and rk ≥ 2 that

n∑
s2k−1=1

E
∣∣ws2k−1s2k |

rk ≤ α2
n.

After taking the summation over index s2k−1, we see that there is one less edge in

F(s̃). That is, by taking the summation above we will have one additional α2
n in the upper

bound while removing one edge from graph F(s̃). For the single index s2k, we also have

the same bound. If s2k1−1 is not a single index, without loss of generality we assume that

s2k1−1 = s2k−1. Then this vertex s2k−1 need to deal with carefully. By the assumption of

11



|wij | ≤ 1, we have

E|w2k−1,2k|rk |w2k1−1,2k1 |rk1 ≤ E|w2k−1,2k|rk + E|w2k1−1,2k1 |rk1 .

Then it holds that

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

m∏
j=1

E
∣∣ws2j−1s2j |rj

≤
∑

s̃\(s2k−1,s2k1−1) with partition Q(s̃\(s2k−1,s2k1−1))

1≤s1,··· ,s2m≤n

m∏
j=1, j 6=k

E
∣∣ws2j−1s2j |rj

+
∑

s̃\(s2k−1,s2k1−1) with partition Q(s̃\(s2k−1,s2k1−1))

1≤s1,··· ,s2m≤n

m∏
j=1, j 6=k1

E
∣∣ws2j−1s2j |rj (A.25)

Note that since Fs̃ is a connected graph, if we delete either edge (s2k−1, s2k) or edge

(s2k1−1, s2k1) from graph Fs̃ the resulting graph is also connected. Then the two sum-

mations on the right hand side of (A.25) can be reduced to the case in (A.24) for the graph

with edge (s2k−1, s2k) or (s2k1−1, s2k1) removed, since s2k−1 or s2k1−1 is a single index in the

subgraph. Similar to (A.24), after taking the summation over index s2k−1 or s2k1−1 there

are two less edges in graph Fs̃ and thus we now obtain 2α2
n in the upper bound.

For the general case when there are m1 vertices belonging to the same group, without

loss of generality we denote them by wab1 , · · · , wabm1
. If for any k graph Fs̃ is still connected

after deleting edges (a, b1), · · · , (a, bk−1), (a, bk+1), · · · , (a, bm1), then we repeat the process

in (A.25) to obtain a new connected graph by deleting k − 1 edges in wab1 , · · · , wabm1
and

thus obtain kα2
n in the upper bound. Motivated by the key observations above, we carry out

an iterative process in calculating the upper bound as follows.

(i) If there exists some single index in s̃, using (A.24) we can calculate the summation

over such an index and then delete the edge associated with this vertex in Fs̃. The

corresponding vertices associated with this edge are also deleted. For simplicity, we

also denote the new graph as Fs̃. In this step, we obtain α2
n in the upper bound.

(ii) Repeat (i) until there is no single index in graph Fs̃.

(iii) If there exists some index associated with k edges such that graph Fs̃ is still connected

after deleting any k − 1 edges. Without loss of generality, let us consider the case of

k = 2. Then we can apply (A.24) to obtain α2
n in the upper bound. Moreover, we

delete k edges associated with this vertex in Fs̃.

(iv) Repeat (iii) until there is no such index.

(v) If there still exists some single index, turn back to (i). Otherwise stop the iteration.

12



Completing the graph modification process mentioned above, we can obtain a final graph

Q that enjoys the following properties:

i) Each edge does not contain any single index;

ii) Deleting any vertex makes the graph disconnected.

Let SQ be the spanning tree of graph Q, which is defined as the subgraph of Q with the

minimum possible number of edges. Since SQ is a subgraph of Q, it also satisfies property

ii) above. Assume that SQ contains p edges. Then the number of vertices in SQ is p + 1.

Denote by q1, · · · , qp+1 the vertices of SQ and deg(qi) the degree of vertex qi. Then by the

degree sum formula, we have
∑p+1

i=1 deg(qi) = 2p. As a result, the spanning tree has at least

two vertices with degree one and thus there exists a subgraph of SQ without either of the

vertices that is connected. This will result in a contradiction with property ii) above unless

the number of vertices in graph Q is exactly one. Since l is a bounded constant, the numbers

of partitions P (̃i) and Q(s̃) are also bounded. It follows that

(A.63) ≤ Cd2
xd

2
y

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

m∏
j=1

E
∣∣ws2j−1s2j |rj , (A.26)

where dx = ‖x‖∞, dy = ‖x‖∞, and C is some positive constant determined by l. Combining

these arguments above and noticing that there are at most l distinct edges in graph Fs̃, we

can obtain

(A.26) ≤ Cd2
xd

2
yα

2l−2
n

∑
1≤s2k0−1,s2k0≤n, (s2k0−1,s2k0 )=Q

E
∣∣ws2k0−1s2k0

|rk0

≤ Cd2
xd

2
yα

2l
n n.

Therefore, we have established a simple upper bound of O{dxdyαlnn1/2}.
In fact, we can improve the aforementioned upper bound to O(αl−1

n ). Note that the

process mentioned above did not utilize the condition that both x and y are unit vectors,

that is, ‖x‖ = ‖y‖ = 1. Since term |xi1yil+1
xil+2

yi2l+2
| is involved in (A.63), we can analyze

them together with random variables wij . There are four different cases to consider.

1). Two pairs of indices i1, il+1, il+2, i2l+2 in F
ĩ

are equal. Without loss of generality,

let us assume that i1 = il+1 6= il+2 = i2l+2. Then it holds that |xi1yil+1
xil+2

yi2l+2
| =

|xi1yi1xil+2
yil+2
| ≤ 4−1(x2

i1
+ y2

i1
)(x2

il+2
+ y2

il+2
). Let us consider the bound for

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

x2
i1x

2
il+2

m∏
j=1

E
∣∣ws2j−1s2j |rj . (A.27)

We assume without loss of generality that i1 = s1 and il+2 = s2 for this partition. Then the
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summation in (A.27) becomes

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

x2
s1x

2
s2

m∏
j=1

E
∣∣ws2j−1s2j |rj .

By repeating the iterative process (i)–(v) mentioned before, we can bound the summation

for fixed s2 and obtain an alternative upper bound

n∑
s1=1

x2
s1E
∣∣ws1s2 |rj ≤ n∑

s1=1

x2
s1 = 1

since x is a unit vector. Thus for this step of the iteration, we obtain 1 instead of α2
n in the

upper bound. Since the graph is always connected during the iteration process, there exists

another vertex b such that ws2b is involved in (A.27). For index s2, we do not delete the

edges containing s2 in the graph during the iterative process (i)–(v). Then after the iteration

stops, the final graph Q satisfies properties i) and ii) defined earlier except for vertex s2.

Since there are at least two vertices with degree one in SQ, we will also reach a contradiction

unless the number of vertices in graph Q is exactly one. As a result, we can obtain the upper

bound

(A.63) ≤ Cα2l−4
n

∑
1≤s2,b≤n, (s2,b)=Q

Ex2
s2

∣∣ws2b|r ≤ Cα2l−2
n (A.28)

with C some positive constant. Therefore, the improved bound of O(αl−1
n ) is shown for this

case.

2). Indices i1, il+1, il+2, i2l+2 in F
ĩ

are all distinct. Then by the triangle inequality, we

have |xi1yil+1
xil+2

yi2l+2
| ≤ 4−1(x2

i1
+ x2

il+2
)(y2

il+2
+ y2

i2l+2
). Thus this case reduces to case 1

above.

3). Indices i1, il+1, il+2, i2l+2 in F
ĩ

are all equal. Then it holds that |xi1yil+1
xil+2

yi2l+2
| =

x2
i1
y2
i1
≤ x2

i1
. We see that there are at most [(2l+ 2− 2)/2] = l distinct vertices in the chain∏2l−1

s=1 wisis+1 and for this case there are at most l− 1 distinct edges in F
ĩ
, where [·] denotes

the integer part of a number. Compared to case 1, the maximum number of edges in the

graph becomes smaller. Therefore, for this case we have

(A.63) ≤ Cα2l−4
n

∑
1≤s1,b≤n, (s1,b)=Q

Ex2
s1

∣∣ws1b|r ≤ Cα2l−2
n , (A.29)

where C is some positive constant and we have assumed that i1 = s1 without loss of gener-

ality.

4). Three of the indices i1, il+1, il+2, i2l+2 in F
ĩ

are equal. For such a case, without

loss of generality let us write |xi1yil+1
xil+2

yi2l+2
| = |x2

i1
yi1yi2l+2

|. Then there are at most
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[(2l + 2 − 1)/2] = l distinct vertices in the chain
∏2l−1
s=1 wisis+1 and thus for this case there

are at most l − 1 distinct edges in F
ĩ
. Therefore, this case reduces to case 3 above.

In addition, we can also improve the upper bound to O(min{dxαln, dyαln}). The technical

arguments for this refinement are similar to those for the improvement to order O(αl−1
n )

above. As an example, we can bound the components of y by dy = ‖y‖∞, which leads to

|xi1yil+1
xil+2

yi2l+2
| ≤ d2

y(x2
i1

+ x2
il+1

)/2. Then the analysis becomes similar to that for case 3

above. The only difference is that the length of graph F
ĩ

is at most l instead of l− 1. Thus

similar to (A.29), for this case we have

(A.63) ≤ Cd2
yα

2l−2
n

∑
1≤s2,b≤n, (s2,b)=Q

Ex2
s1

∣∣ws1b|r ≤ Cd2
yα

2l
n , (A.30)

where C is some positive constant and we have assumed that i1 = s1 or xil+1
= s1 without

loss of generality. The other one can then be used to remove a factor of αn. Thus we can

obtain the claimed upper bound O(min{dxαln, dyαln}). Therefore, combining the two afore-

mentioned improved bounds yields the desired upper bound of Op(min{αl−1
n , dxα

l
n, dyα

l
n}).

We finally return to the general case of possibly wii 6= 0. Let us rewrite W as W =

W0 + W1 with W1 = diag(w11, · · · , wnn). Then it holds that

xTWly− ExTWly = xT (W0 + W1)ly− ExT (W0 + W1)ly.

Recall the classical inequality

E(X1 + · · ·+Xm)2 ≤ m(EX2
1 + · · ·+ EX2

m), (A.31)

where X1, · · · , Xm are m random variables with finite second moments. Define a function

f(h) =
l∏

i=1

Whi , (A.32)

where the vector h = (h1, · · · , hl) with hi = 0 or 1. Then we have

E
[
xT (W0 + W1)ly− ExT (W0 + W1)ly

]2
= E

{∑
h

xT [f(h)− Ef(h)]y
}2

≤ 2l
∑
h

E
{

xT [f(h)− Ef(h)]y
}2
. (A.33)

This shows that we need only to consider terms of form E{xT [f(h) − Ef(h)]y}2, each of

which is a polynomial of W0 and W1.

As an example, let us analyze the term E(xTW1W
l−1
0 y − ExTW1W

l−1
0 y)2. Similar to
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(A.18), it can be shown that

E(xTW1W
l−1
0 y− ExTW1W

l−1
0 y)2

=
∑

1≤i1,··· ,il,j1,··· ,jl≤n,
is 6=is+1, js 6=js+1, 1≤s≤l

E
[ (
xi1wi1i1wi1i2 · · ·wil−1ilyil − Exi1wi1i1wi1i2 · · ·wil−1ilyil

)
×
(
xj1wj1j1wj1j2 · · ·wjl−1jlyjl − Exj1wj1j1wj1j2 · · ·wjl−1jlyjl

) ]
. (A.34)

Repeating the arguments from (A.18)–(A.62), we can obtain

(A.34) ≤ 2
∑
F
ĩ

E
∣∣xi1wi1i1wi1i2 · · ·wil−1ilyilxil+1

wil+1il+1
wil+1il+2

· · ·wi2l−1i2lyi2l
∣∣

≤ 2
∑
F
ĩ

E
∣∣xi1wi1i2 · · ·wil−1ilyilxil+1

wil+1il+2
· · ·wi2l−1i2lyi2l

∣∣.
Comparing to (A.62), we can see that by replacing the diagonal entries with 1 in the expec-

tations, the number of edges in this graph is no more than the original one in (A.62). Thus

repeating all the steps before (A.34), we can deduce the bound

E(xTW1W
l−1
0 y− ExTW1W

l−1
0 y)2 = O(min{α2(l−1)

n , d2
xα

2l
n , d

2
yα

2l
n }).

For the other expectations E{xT [f(h)−Ef(h)]y}2, by the same reason that W1 is a diagonal

matrix we can obtain a similar expression as (A.34) with the number of edges no larger than

the original one for E(xTWl
0y−ExTWl

0y)2. Thus all the technical arguments above can be

applied to E{xT [f(h) − Ef(h)]y}2 so we can have the same order for the upper bound as

before. This shows that all the previous arguments can indeed be extended to the general

case of possibly wii 6= 0, which concludes the proof of Lemma 4.

B.6 Proof of Lemma 5

The main idea of the proof is similar to that for the proof of Lemma 4 in Section B.5. We

first consider the case when all the diagonal entries of W = (wij)1≤i,j≤n are zero, that is,

wii = 0. Then we can derive a similar expression as (A.18)

ExTWly =
∑

1≤i1,··· ,il+1≤n
is 6=is+1, 1≤s≤l

E
(
xi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
. (A.35)
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By the definition of graph Gi in the proof of Lemma 4, we can obtain a similar expression

as (A.62)

|(A.35)| ≤
∑

Gi with at most [l/2] distinct edges and [l/2] + 1 distinct vertices

E
∣∣xi1wi1i2wi2i3 · · ·

× wilil+1
yil+1

∣∣. (A.36)

Using similar arguments for bounding the order of the summation through the iterative

process as for case 3 in the proof of Lemma 4 and noticing that |xi1yil+1
| ≤ 2−1(x2

i1
+ y2

il+1
),

we can deduce the desired bound

ExTWly = O(αl−1
n ), (A.37)

where the diagonal entries of W have been assumed to be zero.

For the general case of W with possibly nonzero diagonal entries, we can apply the similar

expansion as in the proof of Lemma 4 to get

ExT (W0 + W1)ly =
∑
h

ExT f(h)y, (A.38)

where W = W0 + W1 with W1 = diag(w11, · · · , wnn), and vector h and function f(h) are

as defined in (A.32). Since by assumption W1 is a diagonal matrix with bounded entries,

an application of similar arguments as in the proof of Lemma 4 gives

ExT f(h)y = O(αl−1
n ).

To see this, with similar arguments as below (A.33) let us analyze the term ExTW1W
l−1
0 y

as an example. Similar to (A.35), it holds that

ExTW1W
l−1
0 y =

∑
1≤i1,··· ,il≤n

is 6=is+1, 1≤s≤l−1

E
(
xi1wi1i1wi1i2 · · ·wil−1ilyil

)
. (A.39)

By the assumption of max1≤i≤n |wii| ≤ 1, we can derive a similar bound as (A.36)

|(A.39)| ≤
∑

Gi with at most [(l − 1)/2] distinct edges and [(l − 1)/2] + 1 distinct vertices

E
∣∣xi1wi1i2wi2i3 · · ·

× wil−1ilyil
∣∣. (A.40)

Since the number of edges is no more than that in (A.36), we can obtain the same bound

ExTW1W
l−1
0 y = O(αl−1

n ).
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For the other terms in (A.38), by the same reason that W1 is a diagonal matrix with bounded

entries we can derive similar expression as (A.40) with the number of edges no more than that

in (A.36). Therefore, since l is a bounded constant we can show that ExTWly = O(αl−1
n )

for the general case of W with possibly nonzero diagonal entries. This completes the proof

of Lemma 5.

B.7 Lemma 6 and its proof

Lemma 6. The random matrix W given in (1) satisfies that for any positive constant L,

there exist some positive constants CL and σ such that

P
{
‖W‖ ≥ CL(log n)1/2αn

}
≤ n−L, (A.41)

where ‖ · ‖ denotes the matrix spectral norm and αn = ‖E(W − EW)2‖1/2.

Proof. The conclusion of Lemma 6 follows directly from Theorem 6.2 of Tropp (2012).

C Further technical details on when asymptotic normality

holds for Theorem 5

We now consider the joint distribution of the three random variables specified in expres-

sion (116) in the proof of Theorem 5 in Section A.6. To establish the joint asymptotic

normality under some regularity conditions, it suffices to show that the random vector

(tr[(W−EW)Jx,y,k,tk−(W2−EW2)Lx,y,k,tk ], tr((W−EW)vkv
T
k ), tr((W−EW)Qx,y,k,tk

))

tends to some multivariate normal distribution as matrix size n increases, where we consider

the de-meaned version of this random vector for simplicity. Consequently, we need to show

that for any constants c1, c2, and c3 such that c2
1 + c2

2 + c2
3 = 1, the linear combination

c1tr[(W − EW)Jx,y,k,tk − (W2 − EW2)Lx,y,k,tk ] + c2tr((W − EW)vkv
T
k )

+ c3tr((W − EW)Qx,y,k,tk
) (A.42)

converges to a normal distribution asymptotically. Define S = vkv
T
k and let J, L, and

Q be the rescaled versions of Jx,y,k,tk , Lx,y,k,tk , and Qx,y,k,tk
, respectively, such that the

asymptotic variance of each of the above three terms is equal to one. Then it remains to

analyze the asymptotic behavior of the random variable

∑
1≤k,i≤n, k≤i

wki

{
c1

[ ∑
1≤l<k≤n

wilLkl +
∑

1≤l<i≤n
wklLil + Jki + (1− δki)(Lki + Lik)Ewii

]
+ (1− δki)(c2Ski + c3Qki)

}
+ c1

∑
1≤k,i≤n, k≤i

(w2
ki − σ2

ki)(Lkk + Lii), (A.43)
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where Aij indicates the (i, j)th entry of a matrix A and δki = 1 when k = i and 0 otherwise.

Using similar arguments as in (A.7), we can show that (A.43) is in fact a sum of martingale

differences with respect to the σ-algebra Fk+2−1i(i−1)−1. The conditional variance of the

random variable given in (A.43) can be calculated as

∑
1≤k,i≤n, k≤i

σ2
ki

{
c1

[ ∑
1≤l<k≤n

wilLkl +
∑

1≤l<i≤n
wklLil + Jki + (1− δki)(Lki + Lik)Ewii

]
+ (1− δki)(c2Ski + c3Qki)

}2
+ c2

1

∑
1≤k,i≤n, k≤i

κki(Lkk + Lii)
2

+ 2c1

∑
1≤k,i≤n, k≤i

γki(Lkk + Lii)
{
c1

[ ∑
1≤l<k≤n

wilLkl +
∑

1≤l<i≤n
wklLil + Jki

+ (1− δki)(Lki + Lik)Ewii
]

+ (1− δki)(c2Ski + c3Qki)
}
. (A.44)

Moreover, the expectation of the random variable given in (A.44) can be shown to take the

form

c2
1

∑
1≤k,i≤n, k≤i

{
σ2
ki

[ ∑
1≤l<k≤n

σ2
ilL

2
kl +

∑
1≤l<i≤n

σ2
klL

2
il + J2

ki + (1− δki)(Lki + Lik)
2(Ewii)2

]
+ κki(Lkk + Lii)

2
}

+ c2
2

∑
1≤k,i≤n, k≤i

σ2
kiS

2
ki + c2

3

∑
1≤k,i≤n, k≤i

σ2
kiQ

2
ki

+ 2
∑

1≤k,i≤n, k≤i

[
σ2
ki(c2Ski + c3Qki)(Lki + Lik)Ewii

]
+ 2c1c2

∑
1≤k,i≤n, k≤i

γkiSki(Lkk + Lii) + 2c1c3

∑
1≤k,i≤n, k≤i

γkiQki(Lkk + Lii)

+ 2c2c3

∑
1≤k,i≤n, k≤i

σ2
kiSkiQki + 2c2

1

∑
1≤k,i≤n, k≤i

[
κki(Lkk + Lii)(Lki + Lik)Ewii

]
. (A.45)

Let us consider the following three regularity conditions.

i) Assume that the six individual summation terms in (A.45) tend to some constants

asymptotically. Then (A.45) tends to some constant C asymptotically. Without loss

of generality, we assume that C 6= 0; otherwise (A.43) tends to zero in probability.

ii) Assume that SD(A.44) � (A.45), where SD stands for the standard deviation of a

random variable.

iii) Assume that

∑
1≤k,i≤n, k<i

κki

{
E
[ ∑

1≤l<k≤n
wilLkl +

∑
1≤l<i≤n

wklLil + Jki + (1− δki)(Lki + Lik)Ewii
]4

+ (1− δki)(S4
ki + Q4

ki)
}

+
∑

1≤k,i≤n, k<i
E(w2

ki − σ2
ki)

4(Lkk + Lii)
4 � 1. (A.46)

We can see that conditions i) and ii) entail condition a) in the proof of Lemma 2 in Section
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B.2 below (A.9), while condition iii) entails condition b). Therefore, (A.43) converges to a

normal distribution asymptotically.

D Relaxing the spike strength condition and proof sketch for

results in Section 4.2

The main goal of this section is to show that all the results continue to hold when Condition

2i) is replaced with Condition 2ii), which is a weaker assumption on the spike strength. Thus

from now on, we will assume Condition 2ii) instead of Condition 2i). Moreover, we provide

the proof sketch for results in Section 4.2.

D.1 Replacing Condition 2i) with Condition 2ii)

Checking the proofs of our theorems, we can see that it is sufficient to show that the asymp-

totic expansion of xTG(z)y remains to hold under Condition 2ii). In other words, we need

to prove (76) and (108) under Condition 2ii). To accommodate the smaller magnitude of dK

in Condition 2ii), the key idea is to carefully examine the asymptotic expansions (76) and

(108) as L → ∞. To this end, we choose L = log n and define c′ = c/(1 + 2−1c0). Since

αn ≤ n1/2, we have the following improved version of inequality (66)

αL+1
n (C log n)(L+1)/2

min{|aK |, |bK |}L−2
≤ α3

n(C log n)(L+1)/2

(c′ log n)L−2
≤ C(logn+1)/2n3/2

(log n)(logn−5)/2c′ logn−2
→ 0 (A.47)

for any positive constant C.

We first show that (76) holds with the choice of L = log n. In view of (75), it is sufficient

to establish the following two equations

∞∑
l=L+1

z−(2l+2)xTWly = Op(
1

|z|4
) (A.48)

and
L∑
l=2

z−(2l+2)xT (Wl − EWl)y = Op(
αn
|z|3

) (A.49)

for z ∈ Ωk. In fact, (A.48) is a direct consequence of Lemma 6 and (A.47). In light of the

definitions of ak and bk below (10), we can conclude that for any z ∈ Ωk, |z| > 4c1αn log n.

Thus we see that{
α2l
n (4c1 log n)2l

|z|2l

}
is a decreasing sequence when l is increasing for z ∈ Ωk. (A.50)
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Then it follows from Lemma 7 and (A.50) that

9∑
l=2

z−(2l+2)xT (Wl − EWl)y = Op(
αn
|z|3

), (A.51)

∣∣∣∣∣∣E
 L∑
l=
√
L

z−(2l+2)xT (Wl − EWl)y

2∣∣∣∣∣∣ ≤ L
L∑

l=
√
L

|z|−(2l+2)E
[
xT (Wl − EWl)y

]2

≤ CL
L∑

l=
√
L

(4c1l)
2lα2l−2

n

|z|2l+2
≤ CL

L∑
l=
√
L

(4c1 log n)2lα2l−2
n

|z|2l+2

≤ C(log n)2 α4
n(4c1 log n)2

√
logn

|z|8(c′ log n)2
√

logn−4
≤ C(4c1)6α4

n(log n)6

|z|8(c′/(4c1))2
√

logn−4
� α4

n

|z|8
, (A.52)

and ∣∣∣∣∣∣E
 √L∑
l=10

z−(2l+2)xT (Wl − EWl)y

2∣∣∣∣∣∣ ≤ √L
√
L∑

l=10

|z|−(2l+2)E
[
xT (Wl − EWl)y

]2

≤ C
√
L

√
L∑

l=10

(4c1l)
2lα2l−2

n

|z|2l+2
≤ C
√
L

√
L∑

l=10

(4c1
√

log n)2lα2l−2
n

|z|2l+2

≤ C log n
α4
n((4c1)2 log n)10

|z|8(c′ log n)20−4
� α4

n

|z|8
. (A.53)

Therefore, combining (A.51)–(A.53) yields (A.49).

To establish (108) with L = log n, we need only to prove (A.48) and

L∑
l=3

z−(2l+2)xT (Wl − EWl)y = Op(
α2
n

|z|4
), (A.54)

where the former has been shown before. By Lemma 7, we can deduce

9∑
l=3

z−(2l+2)xT (Wl − EWl)y = Op(
α2
n

|z|4
). (A.55)

Thus (A.54) holds by combining (A.52), (A.53), and (A.55). This concludes the proofs of

the desired results.

D.2 Improvement of Lemmas 4 and 5 under Condition 2ii)

Lemma 7. For any n-dimensional unit vectors x and y, there exists some positive constant

C independent of l such that

E
[
xT (Wl − EWl)y

]2
≤ C(4c1l)

2l(min{αl−1
n , dxα

l
n, dyα

l
n})2 (A.56)
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with l ≥ 1 some positive integer and dx = ‖x‖∞.

Lemma 8. For any n-dimensional unit vectors x and y, there exists some positive constant

C independent of l such that ∣∣∣ExTWly
∣∣∣ ≤ C(2c1l)

lαln (A.57)

with l ≥ 2 some bounded positive integer.

D.3 Proof of Lemma 7

The proof of Lemma 7 is a modification of that for Lemma 4. Thus we highlight only the

differences of the technical arguments here. We work directly on the general case allowing

for Ewii 6= 0. In view of (A.18), we have

E(xTWly− ExTWly)2

=
∑

1≤i1,··· ,il+1,j1,··· ,jl+1≤n
E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
. (A.58)

Let i = (i1, · · · , il+1) and j = (j1, · · · , jl+1) be two vectors taking values in {1, · · · , n}l+1.

For any given vector i, we define a graph Gi whose vertices represent the components of i.

Vertices is and is+1 of Gi are connected by undirected edges for 1 ≤ s ≤ l. Similarly we can

also define graph Gj corresponding to j. It can be seen that Gi is a connected graph, which

means that there exists some path from is to is′ for any 1 ≤ s 6= s′ ≤ n. One should notice

that here we allow for is = is+1 or js = js+1. Such relaxation will affect only the number

of pairs (i, j), but will not affect the main arguments of the proof which are similar to the

graph arguments for proving Lemma 4. Thus for each product

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
, (A.59)

there exists a corresponding graph Gi ∪ Gj. If Gi ∪ Gj is not a connected graph, then the

corresponding expectation

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
= 0.

This shows that in order to calculate the order of E(xTWly − ExTWly)2, it suffices to

consider the scenario of connected graphs Gi ∪ Gj.
To analyze the term in (A.59), let us calculate how many distinct vertices are contained

in the connected graph Gi ∪ Gj. We say that (is, is+1) ∈ Gi is an efficient edge if is 6= is+1.
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Since there are at most 2l efficient edges in Gi ∪ Gj and Ewss′ = 0 for s 6= s′, in order to get

a nonzero value of (A.59) each efficient edge in Gi ∪ Gj has at least one copy. Thus for each

nonzero (A.59), we have at most l distinct efficient edges in Gi ∪ Gj. Since graph Gi ∪ Gj is

connected, there are at most l+ 1 distinct vertices in Gi∪Gj. Denote by S the set of all such

pairs (i, j). Combining the above arguments, we can conclude that

(A.18) =
∑

(i,j)∈S

E
[ (
xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1

)
×
(
xj1wj1j2wj2j3 · · ·wjljl+1

yjl+1
− Exj1wj1j2wj2j3 · · ·wjljl+1

yjl+1

) ]
. (A.60)

For notational simplicity, we denote j1, · · · , jl+1 as il+2, · · · , i2l+2 and define ĩ = (i1, · · · , il+1,

j1, · · · , jl+1) = (i1, · · · , i2l+2). We also denote Gi ∪ Gj as F
ĩ

which has at most l+ 1 distinct

vertices and l distinct efficient edges, with each edge having at least two copies. Then it

holds that

|(A.60)| =
∣∣∣ ∑
F
ĩ
, ĩ∈S

E
[
(xi1wi1i2wi2i3 · · ·wilil+1

yil+1
− Exi1wi1i2wi2i3 · · ·wilil+1

yil+1
)

× (xil+2
wil+2il+3

wil+3il+4
· · ·wi2l+1i2l+2

yi2l+2
− Exil+2

wil+2il+3
wil+3il+4

· · ·wi2l+1i2l+2
yi2l+2

)
]∣∣∣

≤
∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1
xil+2

wil+2il+3
wil+3il+4

· · ·wi2l+1i2l+2
yi2l+2

∣∣
+

∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1

∣∣E∣∣xil+2
wil+2il+3

wil+3il+4
· · ·wi2l+1i2l+2

yi2l+2

∣∣. (A.61)

Observe that each expectation in (A.61) involves the product of some independent ran-

dom variables, and xi1wi1i2wi2i3 · · ·wilil+1
yil+1

and xil+2
wil+2il+3

wil+3il+4
· · ·wi2l+1i2l+2

yi2l+2

may share some dependency through factors wm1
ab and wm2

ab , respectively, for some wab and

nonnegative integers m1 and m2. Thus with the aid of the inequality

E|wab|m1E|wab|m2 ≤ E|wab|m1+m2 ,

we can further bound (A.61) as

(A.61) ≤ 2
∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1
xil+2

wil+2il+3
wil+3il+4

· · ·

× wi2l+1i2l+2
yi2l+2

∣∣. (A.62)

To facilitate our technical presentation, let us introduce some additional notation. Denote

by ψ(2l+2) the set of partitions of the edges {(i1, i2), (i2, i3), · · · , (i2l+1, i2l+2), is 6= is+1, s =

23



1, · · · , 2l + 1} and ψ≥2(2l + 2) the subset of ψ(2l + 2) whose blocks have size at least two.

Let P (̃i) ∈ ψ≥2(2l + 2) be the partition of {(i1, i2), (i2, i3), · · · , (i2l+1, i2l+2), is 6= is+1, s =

1, · · · , 2l+ 1} that is associated with the equivalence relation (is1 , is1+1) ∼ (is2 , is2+1) which

is defined as if and only if (is1 , is1+1) = (is2 , is2+1) or (is1 , is1+1) = (is2+1, is2). Denote

by |P (̃i)| = m the number of groups in the partition P (̃i) such that the edges are equiv-

alent within each group. We further denote the distinct edges in the partition P (̃i) as

(s1, s2), (s3, s4), · · · , (s2m−1, s2m) and the corresponding counts in each group as r1, · · · , rm,

and define s̃ = (s1, s2, · · · , s2m). For the vertices, let φ(2m) be the set of partitions of

{1, 2, · · · , 2m} and Q(s̃) ∈ φ(2m) the partition that is associated with the equivalence re-

lation a ∼ b which is defined as if and only if sa = sb. Note that s2j−1 6= s2j since in the

partition, we consider only the off-diagonal entries (efficient edges) and for diagonal entries,

we use the simple inequality |wii| ≤ 1. Then it holds that

∑
F
ĩ
, ĩ∈S

E
∣∣xi1wi1i2wi2i3 · · ·wilil+1

yil+1
xil+2

wil+2il+3
wil+3il+4

· · ·wi2l+1i2l+2
yi2l+2

∣∣
≤

∑
1≤|P (ĩ)|=m≤l
P (ĩ)∈ψ≥2(2l+2)

∑
ĩ with partition P (ĩ)

r1,··· ,rm≥2

∑
Q(s̃)∈φ(2m)

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

|xi1yil+1
xil+2

yi2l+2
|

×
m∏
j=1

E
∣∣ws2j−1s2j |rj

≤
∑

1≤|P (ĩ)|=m≤l
P (ĩ)∈ψ≥2(2l+2)

(
c2

1α
2
n

n
)m

∑
ĩ with partition P (ĩ)

r1,··· ,rm≥2

∑
Q(s̃)∈φ(2m)

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

|xi1yil+1
xil+2

yi2l+2
|.

(A.63)

It suffices to bound the number of graphs in the above summation. In fact, since the

graph is connected there are at most m+1 different vertices in the graph. Moreover, there are

2l edges in the original graph with at most l efficient edges and the partitions corresponding

to the edges have at most (4l)2l cases. Thus combining these arguments together we can

deduce

∑
1≤|P (ĩ)|=m≤l
P (ĩ)∈ψ≥2(2l+2)

(
c2

1α
2
n

n
)m

∑
ĩ with partition P (ĩ)

r1,··· ,rm≥2

∑
Q(s̃)∈φ(2m)

∑
s̃ with partition Q(s̃)

1≤s1,··· ,s2m≤n

|xi1yil+1
xil+2

yi2l+2
|

≤ d2
xd

2
y(
c2

1α
2
n

n
)l

∑
1≤|P (ĩ)|=m≤l
P (ĩ)∈ψ≥2(2l+2)

∑
ĩ with partition P (ĩ)

r1,··· ,rm≥2

∑
Q(s̃)∈φ(2m)

∑
s̃ with partition Q(s̃)

1

≤ d2
xd

2
y(
c2

1α
2
n

n
)l(4l)2lnl+1

≤ (4c1l)
2lnα2l

n d
2
xd

2
y. (A.64)
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Therefore, we can establish the simple upper bound that

E
[
xT (Wl − EWl)y

]2
≤ C(4c1l)

2lnα2l
n d

2
xd

2
y. (A.65)

For the other upper bounds C(4c1l)
2ld2

xα
2l
n , C(4c1l)

2ld2
yα

2l
n , and C(4c1l)

2lα2l−2
n , the ar-

guments are similar to those for the proof of Lemma 4. The crucial steps are considering

the impact of |xi1yil+1
xil+2

yi2l+2
| from (A.27) to (A.30). For our case, we can directly prove

the desired bounds C(4c1l)
2ld2

xα
2l
n , C(4c1l)

2ld2
yα

2l
n , and C(4c1l)

2lα2l−2
n by combining the left

hand side of (A.64) with the arguments from (A.27) to (A.30). This completes the proof of

Lemma 7.

D.4 Proof of Lemma 8

Similar to the proof of Lemma 5, the proof of Lemma 8 is a direct modification of that of

Lemma 7. Thus we omit it for brevity.

D.5 Proof sketch for results in Section 4.2

By calculating the variance of p̂, we have

p̂ = p+Op

(√p(1− p)
n

)
= p

[
1 +Op

(√1− p
n
√
p

)]
. (A.66)

Then the mean and variance of vT1 W2v1 in (26) can be estimated as

̂vT1 EW2v1 = np̂(1− p̂) and ̂var(vT1 W2v1) = p̂(1− p̂)
[
2(n− 1) + p̂3 + (1− p̂)3

]
, (A.67)

receptively. By Theorem 1, (A.66), and (A.67), direct calculations show that if n−1 � p < 1,

then it holds that

λ1 − t1 = Op

( 1
√
np

+
√
p
)
,

̂vT1 EW2v1√
̂var(vT1 W2v1)

=
vT1 EW2v1√
var(vT1 W2v1)

+ op(1).

Thus if the conditions of Corollary 1 hold, by (24) we can obtain

2λ2
1

(
vT1 v̂1 − 1

)
+ ̂vT1 EW2v1[

̂var(vT1 W2v1)
]1/2

D−→ N(0, 1). (A.68)

Since v1 = n−1/21 under the null hypothesis, the above results together with (A.68) ensure

that under the null hypothesis, statistic Tn is asymptotically standard normal.

Next we consider the case of alternative hypothesis. It can be derived that the leading
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eigenvalue and eigenvector take the following forms

d1 =
1

2

[
np+ n1(q − p) +

(
n2p2 + 2n1(2n1 − n)p(q − p) + n2

1(q − p)2
)1/2]

and v1 = (vT1,1,v
T
1,2)T , where v1,1 is an n1-dimensional vector with all entries being

(n− n1)p√
(n− n1)(d1 − n1q)2 + n1(n− n1)2p2

and v1,2 is an (n− n1)-dimensional vector with all entries being

d1 − n1q√
(n− n1)(d1 − n1q)2 + n1(n− n1)2p2

.

With some direct calculations, we can show that under the alternative hypothesis,

n−1/21Tv1 =
(n− n1)(d1 − n1(q − p))√

n((n− n1)(d1 − n1q)2 + n1(n− n1)2p2)
. (A.69)

Since n1 = o(n), n−1 � p < q, and p ∼ q, by the Taylor expansion we can deduce

d1 = np+ n2
1(q − p)4p+ 5(q − p)

4np
+O(

n3
1(q − p)2

n2p
)

and

√
n((n− n1)(d1 − n1q)2 + n1(n− n1)2p2)

=
√
n(n− n1)(d1 − n1q) +

n1
√
n(n− n1)2p2

2
√

(n− n1)(d1 − n1q)
+
n2

1p

4
+O(

n3
1p

n
)

=
√
n(n− n1)

[
np− n1(q − p)− n1p

2
− n2

1p

4n
+ n2

1(q − p)4p+ 5(q − p)
4np

+O(
n3

1p

n2
)

]
.

Substituting the above two equations into (A.69) yields

n−1/21Tv1 − 1 =

√
n− n1

n

[
1 +

n1

2n
− n2

1

4n2
− n2

1(q − p)2

n2p2
− n2

1(q − p)4p+ 5(q − p)
4n2p2

+O(
n3

1

n3
+
n3

1(q − p)2

n3p2
)
]
− 1

= −n
2
1(q − p)2

n2p2
− n2

1(q − p)4p+ 5(q − p)
4n2p2

+O(
n3

1

n3
+
n3

1(q − p)2

n3p2
). (A.70)

If the conditions of Corollary 1 hold, by (24) we have

2λ2
1

(
vT1 v̂1 − 1

)
+ v1

TEW2v1

[var(v1
TW2v1)]1/2

D−→ N(0, 1). (A.71)
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This entails that

vT1 v̂1 − 1 = Op(
v1

TEW2v1 +
[
var(v1

TW2v1)
]1/2

t21
) = Op(

1

np
), (A.72)

where the last step is obtained by directly calculating the mean and variance of vT1 W2v1

and noting that t1 ∼ np. Since v1, · · · ,vn form an orthonormal basis, it follows from (A.72)

that
n∑
j=2

(vTj v̂1)2 = 1− (vT1 v̂1)2 = Op(
1

np
). (A.73)

Similarly, by (A.69) and the assumptions of n1 = o(n) and q ∼ p, we can deduce

n∑
j=2

(n−1/21Tvj)
2 = O(

n3
1

n3
+
n3

1(q − p)2

n3p2
). (A.74)

Then it follows from (A.69), (A.72), and (A.74) that

n−1/21T v̂1 − 1 = n−1/21Tv1v
T
1 v̂1 − 1 + n−1/21T

n∑
j=2

vjv
T
j v̂1

= −
[n2

1(q − p)2

n2p2
+ n2

1(q − p)4p+ 5(q − p)
4n2p2

]
+Op

[n3
1

n3
+
n3

1(q − p)2

n3p2
+

1

np

]
. (A.75)

Under the alternative hypothesis, it can be shown that the estimators in (27) are of orders

np̂(1 − p̂) = Op(np) and p̂(1 − p̂)
[
2(n− 1) + p̂3 + (1− p̂)3

]
= Op(np), respectively, and in

addition, t1 ∼ np. Therefore, if the conditions of Corollary 1 holds and
n2
1(q−p)2
np +

n2
1(q−p)
n � 1,

with probability tending to one we have

Tn → −∞,

which means that the power can tend to one asymptotically. This concludes the proof sketch

for the results in Section 4.2.
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